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SYSTEM AND METHOD FOR IN-MEMORY
COMPUTING

TECHNICAL FIELD

The present disclosure generally relates to integrated
circuit memory systems, and more particularly to systems
and methods for in-memory computing.

BACKGROUND

This section introduces aspects that may help facilitate a
better understanding of the disclosure. Accordingly, these
statements are to be read in this light and are not to be
understood as admissions about what 1s or 1s not prior art.

The growth 1n data sets and increase in the number of
cores place high demands on the memory systems of modern
computing platforms. Complementary metal oxide semicon-
ductors (CMOS) memories including static read access
memory (SRAM) and embedded dynamic read access
memory (DRAM) have been the mainstays of memory
design for the past several decades. However, recent tech-
nology scaling challenges in CMOS memories, along with
an increased demand for memory capacity and performance,
have fueled an active interest in alternative memory tech-
nologies. One such alternative memory technology 1s Spin-
tronic memories.

Spintronic memories have emerged as a promising can-
didate for future memories based on a plurality of advanta-
geous characteristics such as non-volatility, high density,
and near-zero leakage. In particular, Spin Transier Torque
Magnetic RAM (STT-MRAM) has gamered significant
interest. Regardless of the technology, movement of data
from bit cells 1n the memory to the processor and back
(across the bit lines, memory interface, and system inter-
connect) 1s a bottleneck to performance and energy etli-
ciency ol computing systems. One way of addressing this
bottleneck 1s n-memory computing, whereby a close inte-
gration ol logic and memory, variedly referred to in the
literature as logic in-memory, compute-in-memory, process-
Ing-in-memory, etc., occurs. In-memory computing may be
classified into three categories—moving logic closer to
memory, performing computations within memory struc-
tures, and embedding nonvolatile storage elements within
logic. The first two approaches address the efliciency of
performing active computation, whereas the third addresses
the challenge of memory energy during 1dle periods.

Performing computations within memory structures
requires enabling multiple word lines, investigated by others
to perform computations within off-chip non-volatile memo-
ries (NVM)s. However, process variations, particularly with
respect to on-chip memories, and the typical stochastic
nature of STT-MRAM make the solutions provided in the art
for on-chip in-memory computing inadequate, and particu-
larly for on-chip STT-MRAM.

Theretore, there 1s an unmet need for a novel architecture
and method to utilize in-memory computing with on-chip

STT-MRAM memories.

SUMMARY

A memory capable of carrying out compute-in-memory
(CiM) operations 1s disclosed. The memory includes a
matrix of bit cells having a plurality of bit cells along one or
more rows and a plurality of bit cells along one or more
columns, each bit cell having a value stored therein. The
memory further includes an address decoder configured to
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receive addresses and activate two or more of the rows
associated with the addresses. Additionally, the memory
includes a sensing circuit coupled to each column of bit
cells, and configured to provide two or more outputs,
wherein each output 1s associated with at least one compute
operation performed on values stored in the bit cells 1n the.
A method of performing in-memory computing (CiM) 1s
disclosed. The method includes providing a matrix of bit
cells having a plurality of bit cells along one or more rows
and a plurality of bit cells along one or more columns, each
bit cell having a value stored therein. The method further
includes decoding addresses and activating two or more of
the rows associated with the addresses. Additionally, the
method includes sensing outputs of multiple mm-memory
compute operations performed simultaneously on values
stored 1n the bit cells 1n a column by one or more sensing,
circuits each coupled to an associated column of bit cells.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1A 1s a schematic of a magnetic tunnel junction
based bit cell having a magnetic junction stack disposed
between a bit line (BL) and a source line (SL) with an access

transistor controlled by a word line disposed therebetween.

FIG. 1B 1s a schematic of resistive equivalence of the bit
cell of FIG. 1A.

FIG. 1C 1s a schematic of two bit cells shown 1n FIG. 1A
coupled to each other.

FIG. 1D 1s a schematic of a sense amplifier for an OR
operation.

FIG. 1FE 1s a schematic of a sense amplifier for an AND
operation.

FIG. 1F 1s a graph showing threshold currents for 1den-
tification of OR and AND operations.

FIG. 1G 1s a table describing in-memory add operations.

FIG. 2 1s a schematic of a memory system and the
associated components including a global reference genera-
tor, one or more sensing circuits, and one or more biasing
circuit.

FIG. 3 1s a schematic of a 3-8 decoder.

FIGS. 4A and 4B are schematics of parts of an exemplary
global reference generator of FIG. 2.

FIG. 5 1s a schematic of an exemplary sensing circuit of
FIG. 2.

FIG. 6 1s a schematic of an exemplary sense amplifier of
FIG. 5.

FIG. 7A 1s a graph of probability of currents during a
normal read operation, showing a read margin between an
antiparallel configuration of the bit cell and a parallel
configuration.

FIG. 7B 1s a graph of probabaility of currents during a CIM
operation between the associated parallel and antiparallel
configurations.

FIG. 8 1s a schematic of appending error correction code
(ECC) bits to words and demonstrating retention of ECC
when an XOR operation 1s carried out between the words.

FIG. 9 1s a schematic of using an XOR operation to
identify bit errors in a CiM operation, as well as error
correction 1f that operation 1s an XOR.

FIG. 10 1s a schematic of a system utilizing a reduction
unit that advantageously utilized the internal memory band-
width to improve the limited I/O bandwidth visible to a
Processor.

FIG. 11 1s a schematic of a transformation where two load
instructions followed by an XOR 1nstruction can be mapped
to a single CiIMXOR 1instruction.
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FIGS. 12A-12D are schematics that show three general
computation patterns observed i1n various target applica-

tions.

FIG. 13 1s a high-level diagram showing components of
an exemplary data-processing system, according to the pres-
ent disclosure.

DETAILED DESCRIPTION

For the purposes of promoting an understanding of the
principles of the present disclosure, reference will now be
made to the embodiments 1llustrated 1n the drawings, and
specific language will be used to describe the same. It will
nevertheless be understood that no limitation of the scope of
this disclosure 1s thereby intended.

In the present disclosure, the term “about” can allow for
a degree of vanability 1n a value or range, for example,
within 10%, within 5%, or within 1% of a stated value or of
a stated limit of a range.

In the present disclosure, the term “substantially” can
allow for a degree of variability 1n a value or range, for
example, within 90%, within 95%, or within 99% of a stated
value or of a stated limit of a range.

A novel architecture and method for performing in-
memory computing 1s provided. Referring to FIG. 1A a
typical spin-torque transfer magnetic read access memory
(STT-MRAM) bit cell 10 1s shown. The STT-MRAM bit cell
10 includes an access transistor 12 and a magnetic tunnel
junction (MTJ) stack 14. The MTJ Stack 14 1s positioned
between a high side bit line (BL) node 24 and the access
transistor 12 and includes a ferromagnetic pinned layer 16
(which has a fixed magnetic orientation) and a free layer 18
(whose orientation can be switched), separated by a tunnel-
ing oxide barrier 20. The access transistor i1s positioned
between the MT1J stack 14 and a source line (SL) node 26
and 1s controlled by a gate 22. The logic state stored 1n the
bit cell depends on the relative orientation between the free
layer 18 and the pinned layer 16. According to one embodi-
ment, parallel orientation (1.e., both layers having the same
orientation) represents “0” and antiparallel orientation rep-
resents “1”. A read operation involves activating the gate 22
of the access transistor 12 identified as a word line (WL)
node and applying a bias voltage (Vread) between the BL
node 24 and the SL node 26. The resulting read current
through the STT-MRAM b1t cell 10 1s compared against a
global reference current to determine the logic state stored.
A write operation 1s performed by passing a current greater
than a critical switching current (I.) of the MTJ stack 14
(critical current 1s the current that can cause the free layer to
switch from one orientation to another) for a minimum
switching duration. The current direction to write a “1” vs.
a “0” differs based on the logic value to be written into the
STT-MRAM nit cell 10. A read operation requires a small
current (1.¢., much smaller than the critical switching cur-
rent) to be passed through the STT-MRAM bit cell 10. This
read operation can be accomplished based on a voltage-
based sensing scheme wherein a small known current 1s
applied to the BL node 24 and resistance across the STT-
MRAM bit cell 10 1s measured. A higher resistance repre-
sents a “1”—representing antiparallel orientation—while a
lower resistance represents a “0”—representing parallel
orientation—where resistance 1s measured by comparing the
voltage across the STT-MRAM bit cell 10 against a refer-
ence voltage Vret (a voltage lower than the voltage associ-
ated with the high resistance and higher than the voltage
associated with the low resistance); or based on a current-
based sensing wherein a small voltage 1s applied across the
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STIT-MRAM cell 10 and the current through the ST'1-
MRAM cell 10 1s measured, where a large current represents
a “0”, representing a parallel orientation, and small current

represents a 17,

Writes in STT-MRAM cell 10 are stochastic 1n nature, and
the magnitude and duration of the write current determines
the write failure rate. Besides write failures, the ST'T-
MRAM cell 10 may also sufler from read decision failures,
where the data stored 1n a bit cell 1s incorrectly read due to
process variations, and read disturb failures where a read

operation accidentally writes 1to the cell. Another key
design metric of the STT-MRAM cell 10 1s the retention

time, which 1s the duration for which the data stored 1n an
idle bit cell 1s retained. Lowering the retention time makes
switching the MT1J easier, since i1t decreases Ic. However, it
also makes the bit cell more prone to retention failures due
to thermal disturbances.

One aspect of STT compute-in-memory (STT-CiM) 1s to
cnable multiple word lines simultaneously i an STT-
MRAM array, leading to multiple bit cells being connected
to each bit line. Advantageously, such an operation 1s
feasible in STT-MRAMSs since the bit cells are resistive. In
contrast, enabling multiple word lines in other commonly
used memory structures (e.g., SRAM) can lead to short-
circuit paths through the memory array, leading to loss of
data stored 1n their bit cells.

Referring to FIG. 1B, a schematic model of the resistive
nature of an STT-MRAM cell 1s depicted. In FIG. 1B, Rt
represents the on resistance of the access transistor 12 and Ri
the resistance of the MTJ stack 14. The current I, equals
voltage across BL (bit line of a column of bit cells) and SL
(source line of a column of bit cells) divided by the sum of
R, and R.,. It 1s I, that 1s compared with a reference current
to determine the state of the bit cell during a read operation.
Referring to FIG. 1C, a series of exemplary bit cells (de-
noted with subscripts 1. . .J) are connected to a common bit
line, as discussed above and as 1s possible with STT-
MRAM. When a voltage (Vread) 1s applied between the
column bit line (BL) and the column source line (SL), the net
current (I1) flowing through each bit cell can take two
possible values (I, and 1, ) depending on the configuration
of the MTIJ stack 14, thereby resulting in four different
combinations (e.g.,

11 only two bit cells were connected as
shown 1n FIG. 1C), as provided in Table 1, below. A read
operation involves using a sensing mechanism to distinguish
between these current values.

TABLE 1

Bit cell current for a read operation

R—i: Rj: ISL
RP? ]%? IP—P
RP: RAP IP—AP
RAP: RP IAP—P
RA‘P: RAP IA‘P—AP

By measuring 1., (which 1s addition of I, net current
passing through bit cell I, and I, which 1s the net current
passing through bit cell 1) and comparing the value to a
reference current (I,_), the states of an exemplary two
parallel connected bit cells can be determined. FIG. 1C
demonstrates a Compute-in-Memory (CiM) operation,
where two word lines (WL, and WL,) are enabled, and a
voltage bias (Vread) 1s applied to the bit line. The resultant
current tlowing through the source line (denoted I.;) 1s a
summation of the currents tlowing through each of the bit
cells (I, and I;), which 1n turn depends on the logic states




US 10,073,733 Bl

S

stored 1n these bit cells. The possible values of I, are
provided i1n Table 1. A novel and enhanced sensing mecha-
nisms, according to the present disclosure, further discussed
below, can be used to distinguish between these values and
thereby compute logic functions of the values stored 1n the
enabled bit cells. Referring to FIG. 1D, a reference value for
an OR gate 1s compared with a value representing I.,. The
comparison can be based on comparing voltages represent-
ing currents or currents directly (i.e., a voltage, e.g., across
a sense resistor, can be used to represent a current; or the
currents can be compared directly using, e.g., current mir-
rors), as further described below. In FIG. 1D, a voltage (or
current depending on whether the reference 1s voltage- or
current-based) representing a reference voltage for an OR
gate (I,..,,) 18 compared with a voltage representing I,
from bit cells forming an OR gate (1.e., a O output 11 both bat
cells are holding 0 and O, but otherwise a 1). It I, 1s less than
I,.r. then the output on the positive output pin (Oz) 15 a 0,
while the output on the negative output pin (O,,,5) 15 a 1; 1,
however, Ig; 1s equal or greater than ., then the output on
the positive pin 1s 1, while the output on the negative output
pin 1s a 0. Theretore, by choosing a proper I, ., value, the
sense amplifier in FIG. 1D can provide an OR function or a
NOR function depending on which output 1s used. Similarly,
referring to FIG. 1E, a voltage (or current depending on
whether the reference 1s voltage- or current-based) repre-
senting a reference voltage for an AND gate (I,,.,,.,) 18
compared with a voltage representing 1., from bit cells
forming an AND gate (1.e., a 1 output 1f both bit cells are
holding 1 and 1, but otherwise a 0). If 1., 1s greater than
I,.ranq then the output on the positive output pin (O ;) 18
a 1, while the output on the negative output pin (O, ,rp) 1S
a 0; 1f, however, Ig; 1s less than or equal to I, ,,,; then the
output on the positive pin 1s 0, while the output on the
negative output pin 1s a 1. Therefore, by choosing a proper
I, rana VOItage, the sense amplifier in FIG. 1E can provide an
AND function or a NAND function depending on which
output 1s used. Referring to FIG. 1F, the relative values of
lLeeo,andl, . withrespecttol,, 4p, L » (015 ,p), and
I, »are provided. While two-1nput logic functions are shown
in FIGS. 1C, 1D, 1E, and 1F, it should be appreciated that
these functions can have two or more inputs. For example,
a three-input AND gate function can be achieved by cou-
pling bit lines from three-bit cells. With three inputs, 8
different possibilities exist (similar to Table 1 the resistance
values are R p . pup Ripupp Rippap Rippps
R p im0 Ro ip.pe Rop ipy R pp). Similar to FIG. 1F, a
three-input OR gate can be simulated by constructing a
reference current (1,,.,,) which 1s larger than 1,,_,» ,» but
smaller than the next value (le., I ,- .5 Or 1,5 - ,», OF
I. ,» 7). Stmilarly, a three-input AND gate can be simu-
lated by constructing a reterence current (1,..,,,) Which 1s
smaller than I, , . but larger than the next value (i.e.,
lor ip O In ,n 5 Or 1,5 5 ). With additional inputs the
number of combinations increase as a power of 2", where n
1s the number of 1inputs. For example, a four-input logic gate
will have 2*=16 possible combinations, requiring a refer-
ence voltage generator that can distinguish between a case
where all four-bit cells have the same value (P or AP) and a
case where one of the bit cells has a different value.
While not shown, a bit-wise XOR gate can also be
achieved using the CiM approach discussed herein. A bait-
wise XOR operation 1s realized when the two sensing

schemes shown 1n FIGS. 1D and 1F are used in tandem, and
O, and O, ,» are fed to a CMOS NOR gate. In other

words, O+»,=0 ,r» NOR O, 0p.
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Table 2 below provides a more comprehensive schedule
for current values representing various logic functions.

TABLE 2
Possible outputs for various sensing schemes
Loz Oor Onor Ounp Onanp Oxor
Lip 4p 0 1 0 1 0
Lipp 0 0 1 1
Ip 4p 0 0 1 1
Ip p 0 1 0 0

It should be appreciated that since all the logic operations
described above are symmetric in nature, it 1s not necessary
to distinguish between the cases where the bit cells con-
nected to a bit line store “10” vs. “01”.

An ADD operation 1s realized by leveraging the bitwise
logical operations, as illustrated 1n FIG. 1G. Suppose A, and
B, (the n” bits of two words, A and B) are stored in two
different bit cells of the same column within an STT-CiM
array. To compute a full adder logic function (n-th stage of

an adder that adds words A and B), as shown 1n FIG. 1G, A
and B, are not required individually; rather, knowing A

XOR B, and A, AND B, suflices to compute S, (the sum)
and C,_ (the carry out) given C __, (carry input from the
previous stage). It should be appreciated that the sensing
schemes discussed above provides a mechanism to perform
the bitwise XOR and AND operations simultaneously,
thereby performing an ADD operation with a single array
access. FIG. 1G also expresses the ADD operation 1n terms
of the outputs of bitwise operations, OAND and OXOR.
Three additional logic gates are required to enable this
computation.

With these exemplary logical operations discussed, rei-
erence 1s now made to FIG. 2 where a schematic of a CiM
system 100 1s provided. The system 100 includes an address
decoder 102, a matrix of bit cells 104, a CiM decoder 106,
a global reference generator 108, one or more sensing
circuits 110,-110__,, and one or more biasing circuit 112-
112, (BC, ... BC, ). The matrix of bit cells 104 includes
one or more sets ol complementary bit cells along a first
direction denoted with subscripts of 0. . . n-2 to n—-1, with
cach set having two or more bit cells along a second
direction denoted by the subscripts 1 . . . 7, collectively
generating a two-dimensional matrix. In FIG. 2, bit cells 10
are denoted with their corresponding position in the two-
dimensional matrix. For example, the first set of comple-
mentary bit cells 1s denoted with subscript 0, with two or
more bit cells (1. . . 1) depicted 1n this set, resulting 1n bit
cells 10, to 10,,, and the last set of complementary bit cells
1s denoted with subscript n—1, with two or more bit cells
(1 ...]) depicted 1n this set, resulting in bit cells 10 __, . to
10,,_,,. The bit lines of each bit cell in each set of comple-
mentary bit cells 1s coupled to a corresponding bias circuit
112, . . . 112, ;. Therefore, the bit lines of 10,, to 10, bit
cells are coupled to the bias circuit O (1120), the bit lines of
10,_,, to 10, . bit cells are coupled to the bias circuit n-2
(112,_,), and the bit lines ot 10,_,,, to 10,_,, bit cells are
coupled to the bias circuit n—1 (112, ;). The source lines of
cach bit cell mn each set of complementary bit cells 1s
coupled to a corresponding sensing circuit 110, . . . 110 _,
(SCy . . . SC,._;). Therefore, the source lines of 10, to 10,
bit cells are coupled to the sensing circuit 0 (110,), the
source lines of 10,,_,, to 10, _,, bit cells are coupled to the
sensing circuit n—2 (110, _,), and the source lines of 10, _, . to
bit cells are coupled to the sensing circuit n-1 (110, _,).
Similarly, the word lines
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of all bit cells along the first direction 1s coupled to the
address decoder 102. Theretfore, the word lines of 10, to
10_,.and 10, . bit cells are coupled to the word line 1 (WL,)
of the address decoder 102. The word lines ot 10, to 10,,_,,
and bit cells are coupled to the word line j (WL)) of the
address decoder 102.

The CiM decoder 106 receives an input CiMType from a
processor (Turther described in reference to FIG. 13) which
1s a coded selection of the desired in-memory computation.
The CiM decoder 106 interprets this mput and generates
appropriate control signals (rwl,, rwl,, rwl,, rwr,, rwr,,
rwr,, sel,, sel;, and sel,) to perform the desired logic
operation. The CiMType input, according to one embodi-
ment may be a three-line signal from the processor to the
CiM decoder 106. The three lines are decoded by the CiM
decoder 1nto 8 possibilities. An exemplary 3-8 decoder 1s
depicted i FIG. 3. The 3-line mput (IN,, IN,, and IN,) are
decoded to one of 8-line output (OUT,, . .. OUT,) which
represent one of the 8 possibilities of logical operations and
the associated control signal values for rwl,, rwl,, rwl,,
rwr,, rwr,, rwr,, sel., sel,, and sel, according to Table 3,
below. The control signals listed above are used 1n the global
reference generator 108 (rwl,, rwl,, rwl,, rwr,, rwr,, rwr,)
as well as the sensing circuits 110, . . . (sel,, sel,, and sel,).
The 3-8 decoder 1s paired with a secondary decoder circuit
(not shown) to convert the decoded operation (1.e., one of the
8) to the listing of the control signals provided in Table 3.
The secondary decoder circuit alone or in combination with
the 3-8 decoder depicted 1n FIG. 3 can be generated via a
hardware description language (HDL), such as Verilog or
VHDL, and synthesized with a synthesis engine.

TABLE 4

Control signals for various logical operations
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and rwr, are all also set to 0. This arrangement of selections
results 1n I, - having a value based on Ry and R ;5. As
discussed with reference to FI1G. 1F, 1., currents greater than
I, ro-represent a 1 while I, current less thanl, ., represent
aOwhenl, . 1sbetweenl,, ,pand1,, porly ,p Withthe
selections shown 1n Table 3 for the OR functionality (1.e.,
rwl, and rwl, setto 1, and rwl,, rwr,, rwr , rwr, setto 0), 1,
1s based on R ,, and R, .~. Furthermore, as will be seen 1n
FIG. §, sel,, and sel, are both set to 1 while sel, 1s a don’t
care. This configuration allows I, to be compared with a
reference value based on R ,, and R, .

It should be noted that 1,4 and I, _; are both shown as
gate-to-source voltages (VGS) of their respective current
mirrors. As known to a person having ordinary skill in the
art, the current mirror provides a mirrored current without
the use of a resistor and the VGS represent the voltage at the
FETs’> gates to generate the desired currents. In the embodi-
ment shown 1n FIGS. 4A and 4B, VGS voltages are used to
represent I, and I, .. However, I, and I, . 1n an alter-
native embodiment (not shown), current values (instead of
voltages) can be passed on to the sensing circuits.

The sensing circuits 110, to 110__, are shown 1n greater
detail in FIG. 5. A MOSFET current mirror receives I, as
input and provides a mirrored current from VDD as its
output. V . of both MOSFETs 1s the same and fed into a first
and second sense amplifiers 150 (to the positive mput of the
first sense amplifier 150 and to the negative mput of the
second sense amplifier 150). I, , and I, are also fed into
the first and second sense amplifiers 150 (I, 4 to the negative
input of the first sense amplifier 150 and I, ;. to the positive
input of the second sense amplifier 150). sel,, sel,, and sel,

INSIN{IN, Operation  mwly, rwl; rm™wl, rwry 1wr; rwr,  selg
000 READ 1 0 0 0 0 0 1
001 NOT 0 0 0 1 0 0 0
010 AND 1 0 1 0 0 0 1
011 OR 1 1 0 0 0 0 1
100 NAND 0 0 0 1 0 1 0
101 NOR 0 0 0 | 1 0 0
110 XOR 1 1 0 0 1 0
111 ADD 1 1 0 0 1 0

The address decoder 102 receives addresses of bit cells to
be used for carrying out the desired mm-memory computation
from the processor. The address decoder 102 decodes the
received addresses and thereby activates word lines associ-
ated with the received addresses. The address decoder 102
includes two or more decoders coupled to the word lines of
the bit cells. Such a configuration allows any of the two or
more decoders to activate any random word lines.

Sensing circuits 110, to 110 __, shown in FIG. 2 receive
reference currents I, and I, (or reference voltages
depending on whether voltages are used to compare to the
reference values or currents are used) to discern between
various levels needed for diflerent logic gate functions as
described above 1n reference to two-mput logic gates (as

shown 1n FIGS. 1D-1F) and three or more input logic gates,
as described above. The global reference generator circuit
108 1s shown 1n greater detail in FIGS. 4A and 4B. For each
of I,,4 and I, the global reterence generator circuit 108
provides a current mirror controlled by rwl,, rwl,, rwl, and
I'wr,, r'wWr,, I'wr,, respectively. For example, for an OR gate,
rwl,, rwl, are set to 1 while rwl, 1s set to 0 and rwr,, rwr,,
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provide a network of multiplexers that can be used to output
the desired logical function based on Table 3.

The first sense amplifier 150 as an example of the first or
second sense amplifiers 150 1s shown 1n greater detail 1n
FIG. 6. The sense amplifier shown in FIG. 6, includes a
network of current mirrors enabled by EN1 and EN2 inputs.
Amplifiers” other inputs include Vin, and Vin, and their

outputs include Vout, and Vout,. For clarity, the sense
amplitfier 1s shown for the I, , branch of the sense circuit
shown in FIG. §. The I, shown 1s a reconstructed current
based on the VGS value of the current mirror discussed
above with respect to FIG. 4A.

Write peripheral circuits as compared to traditional
memory controllers remain unchanged, as write operations
are the same as standard STT-MRAM, known to a person
having ordinary skill in the art. A READ operation 1s
performed by enabling a single word line and setting sel,,
sel,, and rwl, to logic ‘1°. A READ operation 1s contrasted
with a CiM operation wherein two word lines are initiated
and by setting CiMType to the appropriate value, as pro-
vided 1 Table 3 which results in computing the desired
function of the enabled words.
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With the components described, attention 1s now directed
to several challenges that CiM operations face. The STT-
CiM array suflers from the same failure mechanisms, viz.
read disturb failures, read decision failures and write fail-
ures, that are observed 1n a standard STT-MRAM memory
array, known to a person having ordinary skill i the art.
Normal read/write operations i STT-CiM have the same
failure rate as 1n a standard STT-MRAM, since the read/
write mechanism 1s 1dentical. However, CiM operations
differ 1in their failure rates, since the currents that flow
through each bit-cell difler when enabling two word lines
simultaneously. In order to analyze the read disturb and read
decision failures under process variations for CiM opera-
tions, a Monte Carlo circuit-level simulation was performed

on 1 million samples considering varnations in MTJ oxide
thickness (0/nu=2%), transistor V.. (0/u=5%), and MTJ cross

sectional area (o/u=>5%). FIGS. 7A and 7B show the prob-
ability density distribution of the possible currents obtained
during read and CiM operations on these 1 million samples.
As shown 1n FIG. 7A, the overall current flowing through
the source line 1s slightly higher 1n case of a CiM operation
as compared to a normal read. However, this increased
current 1s divided between the two (or more) parallel paths,
and consequently the net read current flowing through each
bit cell (M) 1s reduced. Hence, the read disturb failure rate
1s even lower for CiM operations than normal read opera-
tions.

The net current flowing through the source line (ISL) in
case of a C1iM operation can have 3 possible values, 1.e., I, .,
l,p.pUs 51,5 ,» Aread decision failure occurs during a
CiM operation when the current 1,_, 1s interpreted as 1 ,,_»
(or 1, ,-), or when 1 ,,_,» 1s mferred as 1,, , (or 1, ,»).
Referring to FIG. 7B, a graph of probability density of
possible currents (LA) during CiM operations 1s depicted. In
contrast to normal reads, CiM operations have two read
margins (shown in FIG. 7B), one between I, - and I, - » and
another between 1,, - and 1,,_,». The Monte Carlo simu-
lation results show that the read margins for CiM operations
are lower as compared to normal reads, therefore they are
more prone to decision failures. Moreover, the read margins
in CiM operations are unequal, thus there may be more
failures arising due to the read margin between I, , and

5~

In order to mitigate these failures in STT-MRAM, various
error correcting code (ECC) schemes have been explored,
known to a person having ordinary skill in the art. ECC
techniques that provide single error correction and double
error detection (SECDED) and double error correction and
triple error detection (DECTED) can be used to address the
decision failures 1n CiM operations as well. These schemes
are feasible because the codeword properties for these codes
are retained for a CiM XOR operation. Referring to FIG. 8,
a schematic of codeword retention property of CiM XOR
operation using a Hamming code 1s shown. As provided 1n
FIG. 8, word, and word, are augmented with ECC bits (p,,
P>, P5) and stored in memory as InMemW, and InMemW .,
respectively. A CiM XOR operation performed on these
stored words (InMemW , and InMemW ) results 1n the ECC
codeword for word, XOR word,, therefore the codewords
are preserved for CiM XORs. This retention property of
CiM XORs 1s advantageously utilized to detect and correct
errors 1n all CiM operations. This ECC scheme 1s enabled by
the fact that the STT-CiM design according to the present
disclosure computes bitwise XOR (CiM XOR) 1rrespective
of the desired CiM operation.

The error detection and correction mechanism for CiM
operations according to the present disclosure 1s depicted 1n
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FIG. 9. Suppose data bit d, suflers from decision failure
during CiM operations, as shown 1n the figure. As a result,
logic ‘11° (I5_5) 1s mferred as logic 10 (1, ,.,) which leads
to erroneous CiM outputs. An error detection logic operating
on the CiM XOR output (shown 1n FIG. 9) detects an error
in the d, data bit which can be corrected directly for a CiM
XOR operation by simply flipping the erroneous bit. For
other CiM operations that do not retain codewords, two
sequential normal reads on words InMemW , and InMemW
are performed to correct the erroneous bits by re-computing
them using an error detection and correction unit discussed
below. It should be noted that, such corrections lead to
overheads, as memory array needs to be accessed 3 times
(compared to 2 times 1n STT-MRAM), thereby reducing the
ciliciency of STT-CiM. However, a variation analysis shows
that corrections on CiM operations are infrequent, leading to
overall improvements.

The ECC approach according to the present disclosure
uses circuit level simulations to determine the bit level error
probability, which 1s then used to estimate the array level
yield. Moreover, the ECC scheme 1s selected based on the
target yield requirement. The simulation shows that 1 bit
tailure probability of normal reads and CiM operations are
4.2x107° and 6x107> respectively. With these obtained bit-
level failure rates and assuming a target yield of 99%, the
ECC requirement for 1 MB STT-MRAM 1s single error
correction and double error detection (SECDED), whereas
for 1 MB STT-CiM 1s three error correction and four error
detection (3EC4ED). Note that the overheads of the ECC
schemes are considered and reflected 1n the experimental
results. Moreover, the simulation shows that the probability
of CiM operations having errors 1s 0.1, 1.e., 1 1n 10 CiM
operations will have an error, which will be detected by
using 3EC4ED code on CiM XORs. Further, these errors are
directly corrected for CiM XORs using 3EC4ED code, and
by reverting to near-memory computation for other CiM
operations.

In order to evaluate the application-level benefits of

STT-CiM, the following section of the present disclosure
provides an integration of i1t as a scratchpad in a memory
hierarchy of a programmable processor. This section
describes optimizations to increase the efliciency of STT-
CiM and architectural enhancements required to expose 1t to
software.
Many modern computing workloads exhibit significant
data parallelism. To further enhance the efliciency of STT-
CiM for such applications, a novel set of operation entitled
Vector Compute-in-Memory (VCiM) 1s provided. VCiIM
operations advantageously allow exploitation of the internal
memory bandwidth to perform CiM operations on the ele-
ments of a vector simultaneously. Referring to FIG. 10, a
schematic 1s provided that shows how the internal memory
bandwidth (e.g., 32xN bits) can be made significantly larger
than the limited I/O bandwidth (e.g., 32 bits) visible to the
processor. This mternal bandwidth 1s used to perform vector
operations (N words wide) within STT-CiM. It should be
noted that the computed vector cannot be directly transterred
to processor 1n one access due to I/O limaitations.

To address this 1ssue, the reduction computation patterns
commonly observed in several applications 1s utilized and a
novel Reduce Unit (RU) provided as shown 1n FIG. 10. The
RU takes an array of data elements as inputs and reduces 1t
to a single data element. A reduce unit can support various
reduction operations such as summation, zero-compare, etc.
(shown 1n Table 4). The overheads of the RU depend on two
factors: (1) the number of different reduction operations
supported, and (1) the maximum vector length allowed (can
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be between 2 to N words). According to one embodiment, to
limit the area overheads, two common reduction operations,

1.€., summation and zero-compare, and evaluate our design
for vector lengths of 4 and 8 are supported. Consider the
computation of

N

> Ali]+ B[,

i=1

where arrays A and B are stored in rows 1 and 1 respectively
(as shown in FIG. 10). To compute the desired function
using a VCi1M operation, rows 1 and j are activated simul-
taneously, and the sensing circuitry activated to perform an
ADD operation and the RU configured to perform accumu-
lation of the resulting output. Note that the summation
would require 2N memory accesses 1n a conventional
memory. With scalar CiM operations, it would require N
memory accesses. With the proposed VCiM operations, only
a single memory access 1s required. In order to realize a
wider variety of in-memory operations, we further enhance
the proposed RU with a low overhead compute unit. Spe-
cifically, this unit enables operations such as Fuclidean
distance and L.1/L.2 norms to be computed by STT-CiM.

TABLE 4

Examples of Reduction Operations

Function

Type RuOut =1 (IN;, IN,, . .., INy)
Summation

Zero-Compare

RuOut[k] = (IN, = = 0) ? 0:1

As discussed above, to enable correction of erroneous bits
tor CiM operations, a novel Error Detection and Correction
(EDC) unit which implements the 3EC4ED ECC scheme 1s
provided in the present disclosure. The EDC unit checks for
errors using the CiM XOR output and signals the controller
(shown 1n FIG. 10) upon detection of erroneous computa-
tions. The controller on receiving this error detection signal
performs the required corrective actions.

To integrate STT-Ci1M 1n a programmable processor based
system, the following novel architectural enhancements as
compared to known architectures is provided below. An ISA
extension set 1s provided herein for a programmable pro-
cessor to support CiM operations including but not limited
to CIMXOR, CIMNOT, CIMAND, C1IMADD that are used
to mvoke the different types of operations that can be
performed 1n the STTCiM array. In a load instruction, the
requested address 1s sent to the memory, and the memory
returns the data stored at the addressed location. However, 1n
the case of a CiM 1nstruction, the processor 1s required to
provide addresses of two memory locations instead of a
single one, and the memory operates on the two data values
to return the final output.

Format: Opcode Regl Reg2 Reg3

Example: OMXOR R, ppr1 Rupprz Rpesr

These relationships show the format of a CiM 1instruction
with an example. As shown, both the addresses required to
perform CiMXOR operations are provided through regis-
ters. The format 1s similar to a regular arithmetic 1nstruction
that accesses two register values, performs the computation,
and stores the result back 1n a register.

To exploit the proposed CiM 1nstructions at the applica-
tion-level, an assembly-level program transformation 1s per-
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formed, wherein specific sequences of 1nstructions in the
compiled program are mapped to suitable CiM instructions
in the ISA. Referring to FIG. 11, a schematic 1s provided that
shows an example transformation where two load 1nstruc-
tions followed by an XOR instruction can be mapped to a
single CIMXOR 1nstruction.

In a programmable processor based system, the processor
and the memory communicate via a system bus or an
on-chip network. These communication schemes make 1t
important to analyze the impact of CiM operations on the
bus and the corresponding bus interface. As discussed
above, a CiM operation 1s similar to a load instruction with
one difference being that 1t sends two addresses to the
memory. Conventional system buses only allow sending a
single address onto the bus via the address channel. In order
to send the second address for CiM operations, an unused
writedata channel of the system bus 1s used which 1s
unutilized during a CiM operation. Besides the two
addresses, the processor also sends the type of CiM opera-
tion (CIMType) that needs to be decoded and performed.
Note that 1t may be possible to overlay the CIMType signal
onto the existing bus control signals; however, such opti-
mizations strongly depend on the specifics of the bus pro-
tocol being used. In the design according to the present
disclosure, 3 control bits (IN,IN,IN,) are added to the bus
and account for the resulting overheads. It should be noted
that while the case of a shared bus 1s considered for
illustration, the same enhancement discussed above can also
be applied to more complex networks without a shared bus
architecture. It should also be noted that more than 3 bits can
also be used (e.g., 4 bits, INL,IN,IN,IN,, not shown, 1n order
to increase the number of operations from 8 as shown in
Table 3 to up to 16 by utilizing these fours control bits).

In order to perform a CiM instruction, the locations of 1ts
operands 1n memory must satisly certain constraints. Sup-
pose a memory organization including several banks where
cach bank 1s an array that contains rows and columns 1is
considered. In this case, a CiM operation can be performed
on two data elements only 11 they satisty three key criteria:
(1) they are stored in the same bank, (11) they are mapped to
different rows, and (111) they are aligned and placed i1n the
same set of columns. Consequently, a suitable data place-
ment technique 1s required that maximizes the benefits of
STT-CiM. Target applications for STI-CiM have well
defined computation patterns, facilitating such a data place-
ment. Referring to FIGS. 12A-12D schematics are provided
that show three general computation patterns observed in
these target applications.

In a first pattern, see FIG. 12A, the operational scheme
involves element-to-element operations (OPs) between two
arrays, €.2., A and B. In order to effectively utilize STTCiM
for this compute pattern, an array alignment technique
(shown 1 FIG. 12A) 1s used that ensures alignment of
clements A[1] and B[i] of arrays A and B for any value of 1.
This enables the conversion of operation A[1] OP BJ[i1] mto
a CiM operation. An extension to this technique 1s the row
interleaved placement shown 1n FIG. 12B. This technique 1s
applicable to larger data structures that do not fully reside 1n
the same memory bank. It ensures that both the elements,
1.€., A[1] and BJ1], are mapped to the same bank for any value
of 1, and satisiy the alignment criteria for a CiM operation.

A second pattern, shown 1 FIG. 12C, involves a nested
loop 1n which the mner loop iteration includes of a single
clement of array A being operated with several elements of
array B. For this one-to-many compute pattern, a spare row
technique for ST'T-CiM data alignment 1s provided. In this
technique, a spare row 1s reserved 1n each memory bank to
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store copies of an element of A. As shown m FIG. 12C, 1n
the kth iteration of the outer for loop, a special write
operation 1s used to fill the spare rows 1n all banks with A[k].
This results 1n each element of array B becoming aligned
with a copy of A[k], thereby allowing CiM operations to be
performed on them. Note that the special write operation
introduces energy and performance overheads, but this over-

head 1s amortized over all immer loop iterations, and 1s
observed to be quite insignificant in our evaluations.

In a third pattern, shown 1 FIG. 12D, operations are
performed on an element drawn from a small array A and an
clement from a much larger array B. The elements are
selected arbitrarily, 1.e., without any predictable pattern. For
example, consider when a small sequence of characters
needs to be searched within a much larger input string. For
this pattern, a column replication technique 1s provided to
enable CiM operations, as shown 1 FIG. 12D. In this
technique, a single element of the small array A 1s replicated
across columns to {ill an entire row. This ensures that each
clement of A 1s aligned with every element of B, enabling a
CiM operation to be utilized. Note that the 1nitial overhead
due to data replication 1s very small, as 1t pales in compari-
son to the number of memory accesses to the larger array.

An important attribute that allows CiM operations 1n
STT-MRAM 1s the resistive nature of the bit-cell. This
characteristic was advantageously exploited to enable mul-
tiple word lines simultaneously and sense the eflective bit
line resistance to directly compute logic functions of the
values stored in the enabled bit-cells. Furthermore, this
novel approach was achieved without modifying the bit-cell
or the core array structure, and limiting the changes to the
peripheral circuitry only. Consequently, this proposal 1s
applicable to similar resistive memory technologies such as
Phase Change Memory (PCM) and Resisitve Random
Access Memory (ReRAM), known by a person having
ordinary skill 1n the art. It should be noted that both these
memory technologies, 1.e., PCM and ReRAM use 1 Tran-
sistor-1 Resistor bit-cell structure that 1s similar to the 1
Transistor-1 MTJ bit-cell used in STT-MRAM. Therefore,
CiM operation in PCM and ReRAM can be carried out using
the same peripheral enhancements (sensing and reference
generation circuitry) as described above.

Referring to FIG. 13, a high-level diagram showing the
components of an exemplary data-processing system 1000
for analyzing data and performing other analyses described
herein, and related components. The system includes a
processor 1086, a peripheral system 1020, a user interface
system 1030, and a data storage system 1040. The peripheral
system 1020, the user interface system 1030 and the data
storage system 1040 are communicatively connected to the
processor 1086. Processor 1086 can be communicatively
connected to network 1050 (shown in phantom), e.g., the
Internet or a leased line, as discussed below. The 1imaging
described 1n the present disclosure may be obtained using
imaging sensors 1021 and/or displayed using display units
(included 1n user interface system 1030) which can each
include one or more of systems 1086, 1020, 1030, 1040, and
can each connect to one or more network(s) 1050. Processor
1086, and other processing devices described herein, can
cach include one or more microprocessors, microcontrollers,
ficld-programmable gate arrays (FPGAs), application-spe-
cific 1ntegrated circuits (ASICs), programmable logic
devices (PLDs), programmable logic arrays (PLAs), pro-
grammable array logic devices (PALs), or digital signal
processors (DSPs).

Processor 1086 can implement processes ol various
aspects described herein. Processor 1086 can be or include
one or more device(s) for automatically operating on data,
¢.g., a central processing unit (CPU), microcontroller
(MCU), desktop computer, laptop computer, mainirame
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computer, personal digital assistant, digital camera, cellular
phone, smartphone, or any other device for processing data,
managing data, or handling data, whether implemented with
clectrical, magnetic, optical, biological components, or oth-
erwise. Processor 1086 can include Harvard-architecture
components, modified-Harvard-architecture components, or
Von-Neumann-architecture components.

The phrase “communicatively connected” includes any
type of connection, wired or wireless, for communicating

data between devices or processors. These devices or pro-
cessors can be located 1 physical proximity or not. For
example, subsystems such as peripheral system 1020, user
interface system 1030, and data storage system 1040 are
shown separately from the data processing system 1086 but
can be stored completely or partially within the data pro-
cessing system 1086.

The peripheral system 1020 can include one or more
devices configured to provide digital content records to the
processor 1086. For example, the peripheral system 1020
can include digital still cameras, digital video cameras,
cellular phones, or other data processors. The processor
1086, upon receipt of digital content records from a device
in the peripheral system 1020, can store such digital content
records 1n the data storage system 1040.

The user interface system 1030 can include a mouse, a
keyboard, another computer (connected, e.g., via a network
or a null-modem cable), or any device or combination of
devices from which data 1s input to the processor 1086. The
user interface system 1030 also can include a display device,
a processor-accessible memory, or any device or combina-
tion of devices to which data 1s output by the processor 1086.
The user interface system 1030 and the data storage system
1040 can share a processor-accessible memory.

In various aspects, processor 1086 includes or i1s con-
nected to communication interface 1015 that 1s coupled via
network link 1016 (shown in phantom) to network 1050. For
example, communication interface 1015 can include an
integrated services digital network (ISDN) terminal adapter
or a modem to communicate data via a telephone line; a
network interface to communicate data via a local-area
network (LAN), e.g., an Ethernet LAN, or wide-area net-
work (WAN); or a radio to communicate data via a wireless
link, e.g., WiF1 or GSM. Communication interface 1015
sends and receives electrical, electromagnetic or optical
signals that carry digital or analog data streams representing
various types of information across network link 1016 to
network 1050. Network link 1016 can be connected to
network 1050 via a switch, gateway, hub, router, or other
networking device.

Processor 1086 can send messages and receive data,
including program code, through network 1050, network
link 1016 and communication interface 1015. For example,
a server can store requested code for an application program
(e.g., a JAVA applet) on a tangible non-volatile computer-
readable storage medium to which i1t 1s connected. The
server can retrieve the code from the medium and transmit
it through network 1050 to communication interface 1015.
The received code can be executed by processor 1086 as 1t
1s recerved, or stored 1n data storage system 1040 for later
execution.

Data storage system 1040 can include or be communica-
tively connected with one or more processor-accessible
memories configured to store information. The memories
can be, e.g., within a chassis or as parts of a distributed
system. The phrase “processor-accessible memory™ 1s
intended to include any data storage device to or from which
processor 1086 can transier data (using appropriate compo-
nents of peripheral system 1020), whether volatile or non-
volatile; removable or fixed; electronic, magnetic, optical,
chemical, mechanical, or otherwise. Exemplary processor-
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accessible memories include but are not limited to: registers,
floppy disks, hard disks, tapes, bar codes, Compact Discs,

DVDs, read- only memories (ROM), erasable programmable
read-only memories (;PROM EEPROM, or Flash), and

random-access memories (RAMs). One of the processor-
accessible memories 1n the data storage system 1040 can be
a tangible non-transitory computer-readable storage
medium, 1.¢., a non-transitory device or article ol manufac-
ture that participates in storing instructions that can be
provided to processor 1086 for execution.

In an example, data storage system 1040 includes code

memory 1041, e.g., a RAM, and disk 1043, e.g., a tangible
computer-readable rotational storage device such as a hard
drive. Computer program instructions are read into code
memory 1041 from disk 1043. Processor 1086 then executes
one or more sequences ol the computer program instructions
loaded into code memory 1041, as a result performing
process steps described herein. In this way, processor 1086
carries out a computer implemented process. For example,
steps of methods described herein, blocks of the tlowchart
illustrations or block diagrams herein, and combinations of
those, can be implemented by computer program instruc-
tions. Code memory 1041 can also store data, or can store
only code.

Various aspects described herein may be embodied as
systems or methods. Accordingly, various aspects herein
may take the form of an entirely hardware aspect, an entirely
software aspect (including firmware, resident software,
micro-code, etc.), or an aspect combining software and
hardware aspects. These aspects can all generally be referred
to herein as a “service,” “circuit,” “circuitry,” “module,” or
“system.”

Furthermore, various aspects herein may be embodied as
computer program products including computer readable
program code stored on a tangible non-transitory computer
readable medium. Such a medium can be manufactured as 1s
conventional for such articles, e.g., by pressing a CD-ROM.
The program code 1ncludes computer program instructions
that can be loaded 1mto processor 1086 (and possibly also
other processors), to cause functions, acts, or operational
steps of various aspects herein to be performed by the
processor 1086 (or other processors). Computer program
code for carrying out operations for various aspects
described herein may be written in any combination of one
or more programming language(s), and can be loaded from
disk 1043 into code memory 1041 for execution. The
program code may execute, e.g., entirely on processor 1086,
partly on processor 1086 and partly on a remote computer
connected to network 1050, or entirely on the remote
computer.

Those having ordinary skill in the art will recognize that
numerous modifications can be made to the specific imple-
mentations described above. The implementations should
not be limited to the particular limitations described. Other
implementations may be possible.

The 1nvention claimed 1s:
1. A memory capable of carrying out compute-in-memory
(CiM) operations, comprising;:

a matrix of bit cells having a plurality of bit cells along
one or more rows and a plurality of bit cells along one
or more columns, each bit cell having a value stored
therein;

an address decoder configured to receive two addresses
simultaneously and activate each of any two rows
associated with the two addresses simultaneously; and

a sensing circuit comprising two sense amplifiers coupled
to each column of bit cells, and configured to provide
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outputs associated with a CiM operation performed on
bits stored 1n any two different bit cells 1n a column,
wherein the CiM operation 1s selected from the group
consisting of NOR, OR, AND, NAND, XOR, and
ADD.

2. The memory of claim 1, wherein each bit cell disposed
in each column 1s coupled to a bit line (BL) and a source line
(SL) of the associated column, wherein each sensing circuit
1s coupled to the SL of an associated column.

3. The memory of claim 2, wherein each bit cell includes
at least one resistive memory element and at least one access
transistor, and wherein each access transistor of each bit cell
in a row 1s activated by a word line (WL) of the associated
row and wherein the address decoder activates each row by
coupling WLs of the bit cells of the associated row together.

4. The memory of claim 3, wherein each resistive memory
clement includes a magnetic tunnel junction stack.

5. The memory of claim 3, wherein each resistive memory
clement 1ncludes one or more of phase-change memory
clements and resistive random-access memory elements.

6. The memory of claim 3, further comprising:

a CiM decoder configured to receive two or more diflerent
compute operation requests and to generate one or
more control signals associated with different compute
operations performed by the matrix of bit cells 1n
response to the two or more compute operation
requests.

7. The memory of claim 6, further comprising:

a global reference generator capable of generating three
different reference voltages and further which can
output a subset of the three reference voltages 1n
response to the one or more control signals.

8. The memory of claim 1, further comprising an error
detection and correction (EDC) unit, configured to detect bit
errors associated with one or more compute operations
based on the values of the bit cells of the activated rows by
using a compute i memory XOR operation.

9. The memory of claim 1, further comprising a reduce
umt (RU) configured to simultaneously carry out vector
compute 1 memory operations on one or more words of the
activated rows.

10. The memory of claim 3, further comprising;:

one or more biasing circuits each coupled to one column
of bit cells, and configured to provide a biasing voltage
to the BL of an associated column.

11. A method of performing m-memory computing

(CiM), comprising;:

providing a matrix of bit cells having a plurality of bat
cells along one or more rows and a plurality of bit cells
along one or more columns, each bit cell having a value
stored therein;

decoding addresses by receiving two addresses simulta-
neously and activating each of any two rows associated
with the two addresses simultaneously; and

sensing outputs of multiple 1n-memory compute opera-
tions performed simultaneously on bits stored 1n any
two diflerent bit cells 1n a column by two sense
amplifiers coupled to an each column of bit cells,
wherein the CiM operation 1s selected from the group
consisting of NOR, OR, AND, NAND, XOR, and
ADD.

12. The method of claim 11, wherein each bit cell dis-
posed 1n each column 1s coupled to a bit line (BL) and a
source line (SL) of the associated column, wherein each
sensing circuit 1s coupled to the SL of an associated column.

13. The method of claim 12, wherein each bit cell includes
at least one resistive memory element and at least one access
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transistor, and wherein each access transistor of each bit cell
in a row 1s activated by a word line (WL) of the associated
row and wherein the address decoder activates each row by
coupling WLs of the bit cells of the associated row together.

14. The method of claim 13, wherein each resistive
memory element includes a magnetic tunnel junction stack.

15. The method of claim 13, wherein each resistive
memory element includes one or more of phase-change
memory elements and resistive random-access memory ele-
ments.

16. The method of claim 13, further comprising:

receiving two or more different compute operation

requests:
decoding the two or more and to generate one or more

control signals associated with different compute
operations performed by the matrix of bit cells 1n
response to the two or more compute operation
requests.
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17. The method of claim 16, further comprising:

generating three different reference voltages and output-
ting a subset of the three reference voltages 1n response
to the one or more control signals.

18. The method of claim 11, further comprising:

error detecting and correcting by an error detection and
correction (EDC) unit, configured to detect bit errors
associated with one or more compute operations based
on the value of the bit cells of the activated rows by
using a compute in memory XOR operation.

19. The method of claim 11, further comprising:

providing a reduce unit (RU) configured to simultane-
ously carry out vector compute in memory operations
on one or more words of the activated rows.

20. The method of claim 13, further comprising:

biasing a column of bit cells by one or more biasing

circuits, and configured to provide a biasing voltage to
the BL of an associated column.

¥ ¥ ¥ o ¥



	Front Page
	Drawings
	Specification
	Claims

