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(57) ABSTRACT

The present invention relates to an apparatus for recognizing
intention of a horse-riding simulator user, and a method

thereof, and the apparatus for recognizing intention of a
horse-riding simulator user can provide a safe and realistic
horse-riding simulation environment to a user by recogniz-
ing an aid signal and an intention signal of the user to sense
a dangerous situation and accordingly coping with the
situation. According to the present invention, 1t 1s possible to
increase the sense of the real for the user by enabling the
horse-riding simulator user to perform similar interaction to
actual horse-riding, and to increase eflects of horse-riding
training using the horse-riding simulator. Particularly, there
1s an advantage that the dangerous situation 1s sensed for
safe riding, and 1t 1s possible to contribute to formation of a
related technology market by providing an effective method
for recognition of the intention of the horse-riding simulator
user.
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APPARATUS FOR RECOGNIZING
INTENTION OF HORSE-RIDING
SIMULATOR USER AND METHOD
THEREOFK

CROSS-REFERENCE TO RELATED
APPLICATION

This application claims priority to and the benefit of
Korean Patent Application No. 10-2014-0004438, filed on
Jan. 14, 2014, the disclosure of which is incorporated herein
by reference in its entirety.

BACKGROUND
1. Field of the Invention

The present mvention relates to an apparatus for recog-
nizing intention of a horse-riding simulator user and a
method thereof, and more specifically, to an apparatus for
recognizing intention of a horse-riding simulator user in
which the user intention 1s recognized in a situation of
horse-riding simulation, and a method thereof.

2. Discussion of Related Art

In recent years, a horse-riding population steadily
increases, but there are environmental constraints for people
to learn or enjoy horse-riding for leisure or hobby.

A horse-riding simulator for enabling virtual experience
of horse-riding has been devised to overcome such environ-
mental constraints and allow a general person to easily enjoy
the horse-riding.

Examples of such a horse-riding simulator include horse-
riding exercise equipment that stmulates a horse 1n a simple
saddle-based form, and a horse-riding simulator mechanism
that simulates an entire shape of an actual horse.

A horse-riding simulator in the related art can be driven by
only one or two shafts, and only limited motion 1s possible.

Therelfore, a horse-riding simulator that can be driven by
a number of shaits has been widely studied to increase actual
feeling eflects instead of the limited motion.

A current horse-riding simulator 1s implemented to move
like an actual horse so that similar exercise effects to actual
horse-riding 1s provided to a user.

Accordingly, in the horse-riding simulator, not only hard-
ware (mechamism) implementing similar motion to actual
horse-riding based on a multi-shait configuration, but also
soltware for interaction with a user 1s very important com-
ponents.

Further, the horse-riding simulator causes interest of a
user by providing content such as games simulating a
horse-riding place or a natural environment.

However, a realistic horse-riding simulation environment
should be first built so that a user positively uses the
horse-riding simulator, as well as the 1nterest of the user 1s
simply caused. Further, a horse-riding simulator simulating
feelings of living things, an interface for interaction with a
user, or the like should be provided.

Meanwhile, an aid which 1s an instruction signal from a
rider to a horse in the horse-riding 1s means enabling the
horse to recognize user intention.

The aid (signal) may be greatly classified into a main aid
and a secondary aid. The main aid includes a sitting aid
using gravity center movement of a user weight, a leg aid
using legs, a bridle aid using a fist, and the like. The
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secondary aid uses secondary means, and includes a whip
aid, a spur aid, a voice aid, and the like.

These aids are rarely used alone, and a rider may combine
some of the aids and deliver his or her intention to a horse.

Therefore, the horse-riding simulator should include rec-
ognition means for an aid so as to provide sense of reality
such as actual horse-riding to the rider, and further include
reflection means capable of reflecting a situation in the
horse-riding simulation after recognizing intention of a user.

That 1s, the horse-riding simulator should be able to
recognize the intention of the user and apply user intention
information directly selected by the user 1n the recognized
user intention information to a horse-riding simulation envi-
ronment.

Also, the horse-riding simulator should include security
means that senses a dangerous situation to prevent accidents
such as falling from a horse and enable safe riding, so that
a beginner with no horse-riding experience can safely ride
the horse.

Thus, the horse-riding simulator should include the
above-described technical elements (functions) to provide a
high actual feeling to the user, cause constant interest of the
user, and increase eflects of education training.

Therefore, there 1s a need for a method of recognizing an
aid signal 1n a horse-riding simulator, recognizing intention
of a user from a horse-riding posture, and sensing and
coping with a dangerous situation, as described above.

SUMMARY OF THE INVENTION

The present invention 1s intended to realize realistic
intention delivery between a user and a horse-riding simu-
lator by recogmizing intention of the user 1n a horse-riding
simulation environment. An object of the present invention
1s to provide an apparatus for recognizing intention of a
horse-riding simulator user that 1s capable of providing a
sate and realistic horse-riding simulation environment to the
user by recognizing an aid signal and an intention signal of
the user to sense a dangerous situation and accordingly
coping with the situation, and a method thereof.

In order to achieve the above-described object, according,
to an aspect of the present invention, an apparatus for
recognizing intention of a horse-rniding simulator user
includes a control unit that recognizes intention of an action
of a user riding a horse-riding simulator using action detec-
tion information of the user and previously stored user
intention iformation, and outputs a control signal based on
information on the recognized action intention of the user;
and a driving unit that drives the horse-riding simulator
according to a control signal of the control unait.

The detection mmformation may include at least one of
contact sensing information, voice sensing information, and
video sensing information for the action of the user.

The control unmit may include a contact information
extraction unit that extracts contact feature information
indicating a contact feature or contact information including
at least one of sitting information, leg information, bridle
information, spur iformation, and whip imnformation as a
contact recognition result from the contact sensing informa-
tion; a voice information extraction unit that extracts voice
feature information indicating a voice lfeature or voice
information as a voice recognition result from the auditory
sensing information; and a video information extraction unit
that extracts video feature information for a posture video of
the user or video information as an 1mage recognition result
from the video sensing information.
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The user itention information may include at least one of
a user intention class corresponding to the action of the user,
and a user mtention aid class corresponding to an instruction
signal (aid signal) from a rider to a horse, which 1s 1n
common use at actual horse-riding.

The control unit may further include: a class generation
unit that combines the contact information extracted by the
contact information extraction unit, the voice information
extracted by the voice information extraction unit, and the
video information extracted by the video information extrac-
tion unit to generate an extraction information combination
class depending on a first previously defined template type;
a class matching unit that compares the generated extraction
information combination class with the stored user intention
class; and a user intention recognition unit that recognizes
the intention of the action of the user using a result of
comparing the generated extraction information combina-
tion class with the stored user intention class.

The class generation unit may combine the contact infor-
mation extracted by the contact information extraction unit
and the voice information extracted by the voice information
extraction unit to generate an aid information combination
class depending on a second previously defined template
type.

The class matching unit may compare the generated aid
information combination class with the stored user intention
aid class.

The user intention recognition unit may recognize user
intention corresponding to the aid signal given to the horse-
riding simulator using a result of a comparison between the
generated aid information combination class and the stored
user intention aid class.

The wuser intention recognition unmit may recognize
whether the user 1s under a dangerous situation using at least
one of previously stored salfe motion range information and
danger expression information, and at least one of the voice
information extracted by the voice information extraction
unit and the video imformation extracted by the wvideo
information extraction unit, and controls speed of the horse-
riding simulator depending on the recognized dangerous
situation of the user.

The driving unit may drive a main body of the horse-
riding simulator so that the horse-riding simulator operates
based on the user intention according to the control signal of
the control unit, and selectively drive actual feeling provid-
ing devices of the horse-riding simulator so that the horse-
riding simulator provides actual feeling eflects to the user.

According to another aspect of the present invention, a
method of recognizing intention of a horse-riding simulator
user includes: recognizing intention of an action of a user
riding a horse-riding simulator using action detection nfor-
mation of the user and previously stored user intention
information; and controlling an operation of the horse-riding
simulator based on information on the recognized action
intention of the user.

The detection information may include at least one of
contact sensing information, voice sensing information, and
video sensing information for the action of the user.

the recognizing of the intention of an action of the user
may 1nclude extracting contact feature information indicat-
ing a contact feature or contact information including at least
one of sitting information, leg information, bridle informa-
tion, spur imformation, and whip information as a contact
recognition result from the contact sensing information;
extracting voice feature mnformation indicating a voice fea-
ture or voice information as a voice recognition result from
the auditory sensing imformation; and extracting video fea-
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4

ture mformation for a posture video of the user or video
information as an 1mage recognition result from the video
sensing information.

The user intention information may include at least one of
a user intention class corresponding to the action of the user,
and a user intention aid class corresponding to an instruction
signal (aid signal) from a rider to a horse, which 1s 1n
common use at actual horse-riding.

The recognizing of the intention of the action of the user
may include: combining the extracted contact information,
the extracted voice information, and the extracted video
information to generate an extraction mformation combina-
tion class depending on a first previously defined template
type; comparing the generated extraction information com-
bination class with the stored user intention class; and
recognizing the intention of the action of the user using a
result of comparing the generated extraction information
combination class with the stored user intention class.

The generating of the extraction information combination
class may include combining the extracted contact informa-
tion and the extracted voice information to generate an aid
information combination class depending on a second pre-
viously defined template type.

The comparing of the user intention class may include
comparing the generated aid information combination class
with the stored user intention aid class.

The recognizing of the intention of the action of the user
using the comparison result may include recognizing user
intention corresponding to the aid signal given to the horse-
riding simulator using a result of a comparison between the
generated aid information combination class and the stored
user itention aid class.

The recognizing of the intention of the action of the user
using the comparison result may include: recognizing
whether the user 1s under a dangerous situation using at least
one of previously stored sale motion range information and
danger expression information, and at least one of the
extracted voice information and the extracted video infor-
mation; and controlling speed of the horse-riding simulator
depending on the recognized dangerous situation of the user.

The controlling of the operation of the horse-riding simu-
lator may include: driving a main body of the horse-riding
simulator so that the horse-riding simulator operates accord-
ing to the user intention based on information on the
recognized action intention of the user; and selectively
driving actual feeling providing devices of the horse-riding
simulator so that the horse-riding simulator provides actual
feeling eflects to the user depending on information on the
recognized action intention of the user.

According to the present invention, 1t 1s possible to
increase the sense of the real for the user by enabling the
horse-riding simulator user to perform similar 1nteraction to
actual horse-riding, and to increase eflects of horse-riding
training using the horse-riding simulator.

Particularly, there 1s an advantage that the dangerous
situation 1s sensed for safe riding.

Further, 1t 1s possible to contribute to formation of a
related technology market by providing an effective method
for recognition of the intention of the horse-riding simulator
user.

BRIEF DESCRIPTION OF THE DRAWINGS

The above and other objects, features and advantages of
the present invention will become more apparent to those of
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ordinary skill in the art by describing in detail exemplary
embodiments thereol with reference to the accompanying
drawings, in which:

FIG. 1 1s a diagram 1llustrating an apparatus for recog-
nizing intention of a horse-riding simulator user according to
an embodiment of the present invention;

FIG. 2 1s a diagram illustrating details of an action
detection unit and a control unit of FIG. 1; and

FIGS. 3a and 3b are a flowchart 1llustrating a method of
recognizing 1ntention of a horse-riding simulator user

according to an embodiment of the present invention.

DETAILED DESCRIPTION OF EXEMPLARY
EMBODIMENTS

Advantages and characteristics of the present invention
and a method for achieving the advantages and the charac-
teristics will be apparent by referring to embodiments to be
described below 1n detail with the accompanying drawings.
However, the present invention 1s not limited to the embodi-
ments disclosed below and may be implemented 1n various
different forms. It should be understood, however, that there
1s no intent to limit the invention to the particular forms
disclosed, but on the contrary, the invention 1s to cover all
modifications, equivalents, and alternatives falling within
the spirit and scope of the invention. The terminology used
herein 1s for the purpose of describing particular embodi-
ments only and 1s not intended to be limiting of the inven-
tion. As used herein, the singular forms “a,” “an” and “the”
are mtended to include the plural forms as well, unless the

context clearly indicates otherwise. It will be further under-
stood that the terms “comprises,” »

comprising,” “includes”
and/or “including,” when used herein, specily the presence
of stated features, integers, steps, operations, clements,
and/or components, but do not preclude the presence or
addition of one or more other features, integers, steps,
operations, elements, components, and/or groups thereof.

Hereinafter, an apparatus for recognizing intention of a
horse-riding simulator user according to an embodiment of
the present imnvention will be schematically described with
reference to FIG. 1. FIG. 1 1s a diagram illustrating an
apparatus for recognizing intention of a horse-riding simu-
lator user according to an embodiment of the present inven-
tion.

The apparatus for recognizing intention of a horse-riding
simulator user according to an embodiment of the present
invention includes an action detection unit 100, a control
unit 200, and a driving unit 300, as illustrated in FIG. 1.

The action detection unit 100 detects an action of a user
who rides the horse-riding simulator 1n a tactile, auditory, or
visual manner.

The control umt 200 compares detection information for
the action of the user detected by the action detection unit
100 with previously stored user intention information cor-
responding to the action of the user, and recognizes intention
of the action of the user based on a comparison result. The
control unit 200 controls the driving unit 300 so that the
horse-riding simulator operates based on the recognized user
action intention information. Further, the control unit 200
controls the driving umt 300 so that the horse-riding simu-
lator provides actual feeling effects to the user based on the
recognized user action intention information.

The driving unit 300 drives a main body 400 of the
horse-riding simulator under control of the control unit 200.

Further, the driving unit 300 drives an actual feeling
providing unit 500 under control of the control unit 200.
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For example, the actual feeling providing unit 500 may
include a vibration generation device that causes minute
motion, that 1s, shaking (vibration) to be generated in the
main body of the horse-riding simulator, a display device
that displays horse-riding simulation content, an acoustic
device that outputs sound such as sound of horse” hoofs or
sound of crying of a horse, a spraying device that sprays
horse smell, grass smell or the like, and a temperature
adjustment device that adjusts temperature of the horse-
riding simulator, for example, raises temperature of the main
body of the horse-niding simulator, according to motion of
the horse-riding simulator or the like.

The driving unit 300 selectively drives each device of the
actual feeling providing unit 500 under control of the control

unit 200.

Heremaftter, FIG. 1 will be described 1n greater detail with
reference to FIG. 2. FIG. 2 1s a diagram illustrating details
of the action detection unit and the control umt of FIG. 1.

As 1llustrated 1n FIG. 2, the action detection unit 100
includes a contact sensor 110, an auditory sensor 120, and a
vision sensor 130.

The contact sensor 110 senses contact with the user. The
contact sensor 110 may be mounted on the main body of the
horse-riding simulator or a device to be worn by the horse-
riding simulator user so as to sense the contact with the user
riding the main body of the horse-riding simulator.

The auditory sensor 120 senses voice of the user. The
auditory sensor 120 may be mounted on a helmet of the
horse-riding simulator or the main body of the horse-riding
simulator so as to sense a voice command of the user.

The vision sensor 130 senses a horse-riding posture of the
user. The vision sensor 130 may be installed 1n a position
such as the front, the side, or the back of the user so as to
acquire an entire or partial horse-riding posture of the user
as video sensing information. That 1s, the vision sensor 130
may be installed 1n a position 1n which the entire or partial
horse-riding posture of the user can be acquired as the video
sensing information.

Using the detection information for the action of the user
detected by the action detection unit 100, the control unit
200 recognizes user action intention, and controls the driv-
ing unit 300 based on the recognized user action intention
information.

Accordingly, the control umt 200 includes a contact
information extraction unit 210, a voice information extrac-
tion unit 220, a video information extraction unit 230, a class
generation umt 240, a storage unit 230, a class matching unit
260, and a user intention recognition unit 270.

The contact information extraction unit 210 extracts con-
tact information from the contact sensing information sensed
by the contact sensor 110. Here, the contact information may
be represented by contact feature information indicating a
feature of the contact or information on a contact recognition
result, and includes sitting information, leg information,
bridle information, spur information, whip information, and
the like.

The voice information extraction unit 220 extracts voice
information from the auditory sensing information sensed by
the auditory sensor 120. Here, the voice information may be
represented by voice feature information imndicating a feature
of the voice or information on a voice recognition result.

The video information extraction unit 230 extracts video
information from the video sensing information sensed by
the vision sensor 130. Here, the video immformation may be
represented by video feature information for a posture video
of the user or information on a 1mage recognition result.
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The class generation unit 240 combines the contact infor-
mation extracted from the contact information extraction
unit 210, the voice information extracted from the voice
information extraction unit 220, and the video information
extracted from the video miformation extraction unit 230 to
generate an  extraction information combination class
depending on a first previously defined template type.

Further, the class generation unit 240 combines the con-
tact information extracted from the contact information
extraction unit 210 and the voice information extracted from
the voice information extraction umt 220 to generate an aid
information combination class depending on a second pre-
viously defined template type.

The storage unit 250 stores the user intention mformation
corresponding to the action of the horse-riding simulator
user as a user intention class.

For example, the action of the horse-riding simulator user
1s previously defined and converted into a table or an object
model. The action of the horse-riding simulator user con-
verted 1nto the table or the object model 1s stored in the
storage unit 250 as the user intention class. The user
intention class stored in the storage unit 250 can be updated.

Hereinafter, the user intention class stored in the storage
unit 250 will be described 1n greater detail.

The user intention class includes a departure intention
class corresponding to an action of spurring when the
horse-riding simulator 1s 1n a stop state, an acceleration
intention class corresponding to an action of continuously
spurring the moving horse-riding simulator, a left turn
intention class corresponding to an action of pulling a left
portion of the bridle or pulling a left arm, a right turn
intention class corresponding to an action of pulling a right
portion of the bridle or pulling a right arm, a deceleration or
stop intention class corresponding to an action of simulta-
neously pulling the bridle or an action of pulling back an
upper portion of a user body while pulling the brnidle, a
balancing intention class based on an acceleration or walk-
ing method mode corresponding to an action of bending the
upper portion forward, a turn intention class corresponding,
to sitting-based movement action, a propulsive force
increase intention class corresponding to an action of leg
pressure, and an exercise maintenance intention class cor-
responding to an action of leg release or bridle release.

Each of the above-described intention classes may include
strength information expressed through the action of the user
as a parameter.

Further, the storage unit 250 stores an instruction signal
(aid signal) from a rider to a horse, which 1s 1n common use
at actual horse-riding, as a user intention aid class.

The aid signal 1s greatly classified into a main aid signal
and a secondary aid signal. The main aid signal includes a
sitting aid signal using gravity center movement of a user
weilght, a leg aid signal using legs, a bridle aid signal using,
a {ist, and the like. The secondary aid signal uses secondary
means, and includes a whip aid signal, a spur aid signal, a
voice aid signal, and the like. The nder uses several aid
signals at the same time to deliver his or her intention to the
horse.

Therefore, the aid signal that 1s a combination of several
aid signals 1s stored in the storage unit 250 as a user intention
aid class.

Further, the storage unit 250 stores sale motion range
information for the horse-riding simulator user, voice-based
danger expression information, and the like.

Meanwhile, the class matching unit 260 compares the
generated extraction information combination class with the
intention class stored in the storage unit 250.
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Further, the class matching unit 260 compares the gener-
ated aid information combination class with the user inten-
tion aid class stored in the storage unit 2350.

Based on a result of the comparison of the generated
extraction information combination class with the stored
intention class, the user mtention recognition unit 270 rec-
ognizes the intention of the action of the user. Using
information on the recognized user action intention, the user
intention recognition unit 270 controls the driving unit 300.

Further, the user intention recognition unit 270 recognizes
the user intention corresponding to the aid signal given from
the user to the horse-riding simulator based on the result of
comparison between the generated aid information combi-
nation class and the stored user intention aid class. There-
fore, the user intention recognition unit 270 can recognize
the user intention even when the user delivers intention to
the horse-riding simulator using the aid signal that 1s 1n
common use 1n actual horse-riding. The user intention
recognition unit 270 controls the driving unit 300 using the
user intention mnformation corresponding to the recognized
aid signal.

Meanwhile, the user intention recognition unit 270 can
recognize a dangerous situation of the user using at least one
of the voice information extracted from the voice informa-
tion extraction unit 220 and the video information extracted
from the video information extraction unit 230 and at least
one of the safe motion range information and the danger
expression mformation stored in the storage unit 250.

For example, the user intention recognition unit 270
determines whether motion of the horse-riding simulator
user 1s out of the safe motion range using the safety motion
range information stored in the storage unit 250 and the
extracted video information. Further, the user intention
recognition unit 270 determines whether voice expression of
the horse-riding simulator user i1s included 1n the danger
expression mformation using the danger expression infor-
mation stored 1n the storage unit 250 and the extracted voice
information. The user intention recognition umt 270 can
recognize the dangerous situation of the horse-riding simu-
lator user based on each determination result.

The user intention recognition unit 270 controls the
driving unit 300 to decelerate or stop the horse-riding
simulator based on the recognized dangerous situation infor-
mation so that accidents such as falling from the horse of the
horse-riding simulator user can be prevented and the user
can safely ride the horse.

As described above, according to the present invention, 1t
1s possible to increase the sense of the real for the user by
enabling the horse-riding simulator user to perform similar
interaction to actual horse-riding, and to increase eflects of
horse-riding training using the horse-riding simulator. Par-
ticularly, there 1s an advantage that the dangerous situation
1s sensed for sate riding, and 1t 1s possible to contribute to
formation of a related technology market by providing an
cllective method for recognition of the intention of the
horse-riding simulator user.

Hereinatter, a method of recognizing intention of a horse-
riding simulator user according to an embodiment of the
present imnvention will be described with reference to FIGS.
3a and 3b. FIGS. 3aq and 36 are a flowchart illustrating the
method of recognizing intention of a horse-riding simulator
user according to an embodiment of the present invention.

As 1llustrated in FIGS. 3a and 34, in the method of
recognizing 1ntention of a horse-riding simulator user
according to an embodiment of the present invention, 1t 1s
determined whether an operation mode of the horse-riding
simulator 1s a video simulation mode (S300).
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When 1t 1s determined that the operation mode of the
horse-riding simulator 1s a video simulation mode, the
contact, voice and video sensing information for the action
of the horse-riding simulator user 1s acquired (S301).

For example, the contact sensor may be mounted on the
main body of the horse-riding simulator or a device to be
worn by the horse-riding simulator user, and senses contact
with the user riding the main body of the horse-riding
simulator.

The auditory sensor may be mounted on a helmet of the
horse-riding simulator or may be mounted on the main body
of the horse-riding simulator, and senses a voice command
of the user.

The vision sensor may be installed 1 a position such as
the front, the side, or the back of the user, and acquires an
entire or partial horse-riding posture of the user as video
sensing information. That 1s, the vision sensor may be
installed 1 a position 1n which the entire or partial horse-
riding posture of the user can be acquired as the video
sensing information.

The contact information, the voice information and the
video information are extracted from the contact, voice, and
video sensing mnformation sensed by the respective sensors
(S302).

For example, the contact information 1s extracted from the
contact sensing information sensed by the contact sensor.
Here, the contact information may be represented by contact
feature information indicating a feature of the contact or
information on a contact recognition result, and includes
sitting information, leg information, bridle information, spur
information, whip information, and the like.

The voice mnformation 1s extracted from the auditory
sensing information sensed by the auditory sensor. Here, the
voice information may be represented by voice feature
information indicating a feature of the voice or information
on a voice recognition result.

The video information 1s extracted from the video sensing
information sensed by the vision sensor. Here, the video
information may be represented by video feature informa-
tion for a posture video of the user or information on a image
recognition result.

Using the extracted voice mnformation and the extracted
video information, the dangerous situation of the horse-
riding simulator user 1s recognized (S303).

For example, the sate motion range mformation for the
horse-riding simulator user, the voice-based danger expres-
sion 1nformation, and the like are stored in the storage unit
in advance.

Therefore, the dangerous situation of the horse-riding
simulator user can be recognized using the voice informa-
tion of the horse-riding simulator user and the video infor-
mation for the horse-riding posture.

That 1s, 1t 1s determined whether motion of the horse-
riding simulator user 1s out of the safe motion range using,
the extracted video information and the safety motion range
information stored in the storage unit. Further, 1t 1s deter-
mined whether voice expression of the horse-riding simu-
lator user 1s included 1n the danger expression information
using the extracted voice mformation and the danger expres-
sion information stored in the storage unit. When it 1s
determined that the motion of the horse-riding simulator
user 1s out of the safe motion range and the voice informa-
tion expressed by the user 1s included 1n the danger expres-
sion information, the horse-riding simulator user 1s recog-
nized to be under a dangerous situation.

When the dangerous situation of the horse-riding simu-
lator user 1s not recognized in step S303, the extracted
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contact information, the extracted voice information, and the
extracted video information are combined to generate an
extraction information combination class depending on a
first previously defined template type (S304).

Meanwhile, the action of the horse-riding simulator user
1s stored in the storage unit as the user intention class.

For example, the action of the horse-riding simulator user
1s previously defined and converted into a table or an object
model. The action of the horse-riding simulator user con-
verted 1nto the table or the object model 1s stored in the
storage umt as the user intention class. The user intention
class stored 1n the storage unit can be updated.

Heremnaftter, the user itention class stored 1n the storage
unmit will be described 1n greater detail.

The user intention class includes a departure intention
class corresponding to an action of spurring when the
horse-riding simulator 1s 1n a stop state, an acceleration
intention class corresponding to an action of continuously
spurring the moving horse-riding simulator, a left turn
intention class corresponding to an action of pulling a left
portion of the bridle or pulling a left arm, a right turn
intention class corresponding to an action of pulling a right
portion of the bridle or pulling a right arm, a deceleration or
stop intention class corresponding to an action of simulta-
neously pulling the bridle or an action of pulling back an
upper portion of a user body while pulling the bridle, a
balancing intention class based on an acceleration or walk-
ing method mode corresponding to an action of bending the
upper portion forward, a turn intention class corresponding
to sitting-based movement action, a propulsive {force
increase intention class corresponding to an action of leg
pressure, and an exercise maintenance intention class cor-
responding to an action of leg release or bridle release.

Each of the above-described intention classes may include
strength information expressed through the action of the user
as a parameter.

The generated extraction information combination class 1s
compared with the intention class stored 1n the storage unat,
and the intention of the action of the user 1s recognized based

on a result of the comparison of the generated extraction
information combination class with the stored intention class
(S305).

Using information on the recognized user action inten-
tion, the horse-riding simulator 1s controlled to operate
according to the user intention (S306).

For example, the operation of the main body of the
horse-riding simulator i1s controlled so that the horse-riding
simulator operates based on the recognized action 1ntention
information of the horse-riding simulator user.

Further, using the recognized action intention information
of the horse-riding simulator user, the horse-riding simulator
1s controlled to provide actual feeling effects to the user.

For example, based on the recogmized action intention
information of the horse-riding simulator user, the actual
feeling providing unit of the horse-riding simulator 1s con-
trolled so that the horse-riding simulator provides actual
feeling eflects to the user.

Here, the actual feeling providing unit includes a vibra-
tion generation device that causes minute motion, that is,
shaking (vibration) to be generated in the main body of the
horse-riding simulator, a display device that displays horse-
riding simulation content, an acoustic device that outputs
sound such as sound of horse’ hoofs, a spraying device that
sprays horse smell, grass smell or the like, and a temperature
adjustment device that adjusts temperature of the horse-
riding simulator, for example, raises temperature of the main
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body of the horse-riding simulator, according to motion of
the horse-riding simulator or the like.

That 1s, based on the recognized action intention infor-
mation of the horse-riding simulator user, the devices
included in the actual feeling providing unit are selectively
controlled to provide actual feeling eflects so that the
horse-riding simulator user can feel as if the horse-riding
simulator user actually rides a horse.

However, when the dangerous situation of the horse-
riding simulator user 1s recognized 1n step S303, control 1s
performed to decelerate or stop the horse-riding simulator
based on the recognized dangerous situation information so
that accidents such as falling from the horse of the horse-
riding simulator user can be prevented and the user can

sately nde the horse (S307).

On the other hand, when 1t 1s determined 1n step S300 that
the operation mode of the horse-riding simulator 1s not a
video simulation mode, that 1s, that the operation mode of
the horse-riding simulator 1s an aid signal simulation mode,
the contact and voice sensing information for the action of
the horse-riding simulator user 1s acquired (S308).

The contact mmformation and the voice mformation are
extracted from the acquired contact and voice sensing infor-
mation (5309).

The dangerous situation of the horse-riding simulator user
1s recognized using the extracted voice mnformation (S310).

When the dangerous situation of the horse-riding simu-
lator user 1s recognized, the extracted contact imnformation
and the extracted voice information are combined to gener-
ate an aid mformation combination class depending on the
second previously defined template type (S311).

Meanwhile, an 1nstruction signal (aid signal) from a rider
to a horse, which 1s in common use at actual horse-riding, 1s
stored as a user intention aid class.

The aid signal 1s greatly classified into a main aid signal
and a secondary aid signal. The main aid signal includes a
sitting aid signal using gravity center movement of a user
weilght, a leg aid signal using legs, a bridle aid signal using,
a {ist, and the like. The secondary aid signal uses secondary
means, and includes a whip aid signal, a spur aid signal, a
voice aid signal, and the like. The nder uses several aid
signals at the same time to deliver his or her intention to the
horse.

Therefore, the aid signal that 1s a combination of several
aid signals 1s stored in the storage unit as a user intention aid
class.

The generated aid information combination class 15 com-
pared with the user intention aid class stored in the storage
unit, and the user intention corresponding to the aid signal
given by the user 1s recognized based on a result of the
comparison of the generated aid information combination
class with the user intention aid class stored in the storage
unit (S312).

Therefore, even when the user delivers the intention to the
horse-riding simulator using the aid signal that 1s 1n common
use 1n actual horse-riding, the user intention can be recog-
nized.

Control 1s performed to operate the horse-riding simulator
according to the user intention using the recognized inten-
tion nformation corresponding to the aid signal of the
horse-riding simulator user (S313).

For example, the operation of the main body of the
horse-riding simulator 1s controlled so that the horse-riding,
simulator operates based on the recognized intention infor-
mation corresponding to the aid signal of the horse-riding
simulator user.
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However, when 1t 1s determined in step S310 that the
dangerous situation of the horse-riding simulator user 1is
recognized, the process returns to step S307 to perform
control to decelerate or stop the horse-riding simulator based
on recognized dangerous situation information.

While the configuration of the present invention has been
described above in detail with reference to the preferred
embodiments and the accompanying drawings, 1t 1s under-
stood that this 1s only 1llustration, and some variations are
possible 1 a category without departing from technical
scope and spirit of the present invention. Therefore, the
scope of the present invention 1s not limited to the described
embodiments, and should be determined by not only claims
to be described below, but also equivalents to the claims.

DESCRIPTION OF REFERENCE NUMERALS

100 action detection unit
110 contact sensor
120 auditory sensor
130 vision sensor
200 control unit
210 contact information extraction unit
220 voice information extraction unit
230 video information extraction unit
240 class generation unit
250 storage unit
260 class matching unit
270 user 1mtention recognition unit
300 driving unit
400 main body
500 actual feeling providing unit

What 1s claimed 1s:

1. An apparatus for recognizing intention of a horse-riding
simulator user, the apparatus comprising:

a control unit that recognizes intention of an action of the
user using action detection information of the user
riding a horse-riding simulator and previously stored
user intention mformation, and outputs a control signal
according to the recognized action intention informa-
tion of the user; and

a dnving umt that drives the horse-riding simulator
according to a control signal of the control unit,

wherein the control unit 1s configured to control speed of
the horse-riding simulator based upon a recognized
dangerous situation of the user.

2. The apparatus according to claim 1, wherein the
detection information includes at least one of contact sens-
ing mformation, voice sensing information, and video sens-
ing information for the action of the user.

3. The apparatus according to claim 2, wherein the control
unit includes

a contact information extraction unit that extracts contact
feature information indicating a contact feature or
contact information including at least one of sitting
information, leg information, bridle information, spur
information, and whip information as a contact recog-
nition result from the contact sensing information;

a voice information extraction unit that extracts voice
feature mformation indicating a voice feature or voice
information as a voice recognition result from the
auditory sensing information; and

a video information extraction unit that extracts video
feature iformation for a posture video of the user or
video mformation as an 1image recognition result from
the video sensing information.
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4. The apparatus according to claim 3, wherein the user
intention information includes at least one of a user intention
class corresponding to the action of the user, and a user
intention aid class corresponding to an instruction signal (aid
signal) from a rider to a horse, which 1s 1n common use at
actual horse-riding.

5. The apparatus according to claim 4, wherein the control
unit further includes:

a class generation unit that combines the contact infor-
mation extracted by the contact information extraction
umt, the voice mnformation extracted by the voice
information extraction unit, and the video information
extracted by the video information extraction umit to
generate an extraction information combination class
depending on a first previously defined template type;

a class matching unit that compares the generated extrac-
tion information combination class with the stored user
intention class; and

a user 1ntention recognition unit that recognizes the inten-
tion of the action of the user using a result of comparing
the generated extraction information combination class
with the stored user intention class.

6. The apparatus according to claim 5, wherein the user
intention recognition unit recognizes whether the user is
under the dangerous situation using at least one of previ-
ously stored salfe motion range information and danger
expression mnformation, and at least one of the voice infor-
mation extracted by the voice information extraction unit
and the video information extracted by the video informa-
tion extraction unit, and controls the speed of the horse-
riding simulator depending on the recognized dangerous
situation of the user.

7. The apparatus according to claim 5, wherein the class
generation unit combines the contact information extracted
by the contact information extraction unit and the voice
information extracted by the voice information extraction
unit to generate an aid information combination class
depending on a second previously defined template type.

8. The apparatus according to claim 7, wherein the class
matching umit compares the generated aid information com-
bination class with the stored user intention aid class.

9. The apparatus according to claim 8, wherein the user
intention recognition unit recognizes user ntention corre-
sponding to the aid signal given to the horse-riding simulator
using a result ol a comparison between the generated aid
information combination class and a stored store intention
aid class.

10. The apparatus according to claim 1, wherein the
driving unit drives a main body of the horse-riding simulator
so that the horse-riding simulator operates based on the user
intention according to the control signal of the control unat,
and selectively drives actual feeling providing devices of the
horse-riding simulator so that the horse-riding simulator
provides actual feeling effects to the user.

11. A method of recognizing intention of a horse-riding
simulator user, the method comprising:

recognizing intention of an action of the user using action
detection mnformation of the user riding a horse-riding
simulator and previously stored user intention informa-
tion; and

controlling an operation of the horse-riding simulator
according to the recognized action intention informa-
tion of the user,

wherein controlling the operation comprises controlling
speed of the horse-riding simulator based upon a rec-
ognized dangerous situation of the user.
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12. The method according to claim 11, wherein the
detection information includes at least one of contact sens-
ing mformation, voice sensing information, and video sens-

ing information for the action of the user.
13. The method according to claim 12, wherein the
recognizing of the intention of an action of the user includes
extracting contact feature information indicating a contact
feature or contact information including at least one of
sitting information, leg information, bridle information,
spur information, and whip information as a contact
recognition result from the contact sensing informa-
tion;
extracting voice feature information indicating a voice
feature or voice information as a voice recognition
result from the auditory sensing information; and

extracting video feature information for a posture video of
the user or video information as an 1mage recognition
result from the video sensing information.

14. The method according to claim 13, wherein the user
intention information includes at least one of a user intention
class corresponding to the action of the user, and a user
intention aid class corresponding to an mstruction signal (aid
signal) from a rider to a horse, which 1s 1n common use at
actual horse-riding.

15. The method according to claim 14, wherein the
recognizing of the intention of the action of the user
includes:

combining the extracted contact information, the

extracted voice information, and the extracted video
information to generate an extraction information coms-
bination class depending on a first previously defined
template type;

comparing the generated extraction imformation combi-

nation class with the stored user intention class; and

recognizing the itention of the action of the user using a

result of comparing the generated extraction informa-
tion combination class with the stored user intention
class.
16. The method according to claim 15, wherein the
recognizing of the intention of the action of the user using
the comparison result includes:
recognizing whether the user 1s under the dangerous
situation using at least one of previously stored safe
motion range mformation and danger expression nfor-
mation, and at least one of the extracted voice infor-
mation and the extracted video information; and

controlling the speed of the horse-riding simulator
depending on the recognized dangerous situation of the
user.

17. The method according to claim 15, wherein the
generating of the extraction mformation combination class
includes combining the extracted contact information and
the extracted voice mnformation to generate an aid informa-
tion combination class depending on a second previously
defined template type.

18. The method according to claim 17, wherein the
comparing of the user intention class includes comparing the
generated aid information combination class with the stored
user intention aid class.

19. The method according to claim 18, wherein the
recognizing ol the intention of the action of the user using
the comparison result includes recognizing user intention
corresponding to the aid signal given to the horse-riding
simulator using a result of a comparison between the gen-
erated aid information combination class and a stored store
intention aid class.
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20. The method according to claim 11, wherein the
controlling of the operation of the horse-riding simulator
includes:

driving a main body of the horse-riding simulator so that

the horse-riding simulator operates according to the
user 1ntention based on the recognized action intention
information of the user; and

selectively driving actual feeling providing devices of the

horse-riding simulator so that the horse-riding simula-
tor provides actual feeling eflects to the user depending
on the recognized action intention information of the
user.
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