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1
ITERATIVE DEFECT FILTERING PROCESS

RELATED APPLICATION

This patent application 1s a continuation of U.S. patent
application Ser. No. 14/522,543 filed on Oct. 23, 2014,
which 1s incorporated by reference herein.

BACKGROUND OF THE INVENTION

Various objects such as semiconductor waters, printed
circuit boards, solar panels and microelectromechanical
(MEMS) devices are manufactured by manufacturing pro-
cesses that are highly complex and expensive.

Manufacturing process errors may result in yield limiting
defects. The manufacturing 1s assisted by a Yield Manage-
ment System (YMS). The YMS collects and analyzes manu-
facturing and test data coming from various tools at various
manufacturing stages. The YMS 1s aimed at quickly identify
tools and processes that impact yield.

Defect detection 1s usually performed by applying an
ispection process that 1s followed by a review process. The
ispection process may be performed by an optical 1nspec-
tion tool or by an electron beam inspection tool, and 1s aimed
to find suspected defects. The review process 1s usually
executed by a scanning electron microscope (SEM) and 1s
aimed to determine which suspected defects are actual
defects and 1if so—to which class (type) of defects these
actual defects belong to. The review process includes acquir-
ing SEM images of suspected defects and processing the
SEM 1mages by a classifier.

Typically, the inspection tools and the review tools are
connected via a fab communication system and the 1nspec-
tion-review flow 1s controlled by the YMS. For example, the
YMS assign a lot of semiconductor walers to a certain
ispection tool (for either an optical or ebeam inspection).
The results of ispection—Iist of waler locations represent-
ing possible defects and certain inspection attributes asso-
ciated with these locations—are provided to the YMS. The
YMS, m a manual, semi-automated for fully automated
manner, i1dentifies locations of interest. For example, the
inspection tool and/or the YMS may 1dentify a certain result
as a ‘nuisance’ or a ‘true defect’; The YMS typically selects
a subset of the ‘true defect’ locations and sends the locations
of interest to an assigned review tool. The review tool
reviews the locations of interest and their vicinity and
generates additional data e.g. SEM 1mages, respective image
processing attributes, defects class (type), and returns data to
the YMS. The number of suspected defects per object, as
provided by today’s inspection systems, may exceed one
million. The review process (especially the acquisition of the
SEM 1mages) 1s relatively long. Imaging each one of the
suspected defects will result 1n a review process that will be
unreasonably long. Thus, many techniques are known 1n the
art for improving inspection throughput, review throughput,
quality of inspection results, quality of review results, YMS
operation.

Furthermore, current inspection systems employ a fixed
nuisance {ilter that outputs a limited number of suspected
defects per wafer. The fixed nuisance filter 1s being setup
during the recipe setup process and therefore cannot prop-
erly track production changes that occur 1n the manufactur-
ing process and/or 1n the inspection process over time. For
cach suspected defect a number of attributes are calculated.
The low resolution of the nspection system, relative to
SEM, may provide inadequate information about the sus-
pected defects.
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2

Accordingly, there 1s a growing need to provide a higher
sensitivity results out of waler mspection combined with

more eflective and accurate filtering mechanism that wall
maintain the true defect of interest while filtering the nui-
sance. There 1s a growing need to automate systems and
processes for measurement optimization. There 1s a growing,
demand for improved data interpretation for management of
semiconductor fabrication yield.

SUMMARY OF THE INVENTION

According to an embodiment of the invention there may
be provided a method for classitying defects of a water, the
method may be executed by a computerized system, the
method may include:

a. obtaining defect candidate information about a group of
defect candidates, wherein the defect candidate infor-
mation may include values of attributes per each defect
candidate of the group;

b. selecting, by a processor of the computerized system,
a selected sub-group of defect candidates in response to
values of attributes of defect candidates that belong to
at least the selected sub-group;

c. classitying defect candidates of the selected sub-group
to provide selected sub-group classification results;

d. repeating, until fulfilling a stop condition:

1. selecting an additional selected sub-group of defect
candidates 1n response to (a) values of attributes of
defect candidates that belong to at least the addi-
tional selected sub-group; and (b) classification
results obtained from classitying at least one other
selected sub-group; and

1. classifying defect candidates of the additional
selected sub-group to provide additional selected
sub-group classification results.

The obtaining of the defect candidate information may
include inspecting the wafer with an optical inspection
device to provide the defect candidate information.

The obtaining of the defect candidate information may
include receiving the defect candidate information from an
optical inspection device.

The classitying of the defects candidates of the selected
sub-group may include imaging the defects candidate by a
charged particle beam to generate charged particle 1mages;
and processing the charged particle images by a defect
classifier to provide the selected sub-group classification
results.

The method may include providing defect information
that represents defect candidates that were classified as
defects of at least one class of defects.

The fulfilling of the stop condition may include obtaining,
classification results having a purity level that exceeds a
purity threshold.

The method may include obtaining one or more 1images of
cach defect candidate of each selected sub-group; wherein
the fulfilling of the stop condition may include obtaining a
predefined number of 1mages.

The method may include obtaining one or more 1images of
cach defect candidate of each selected sub-group; wherein
the fulfilling of the stop condition may include obtaining a
predefined number of 1mages of a certain defect type.

The selecting of the additional selected sub-group may
include: selecting a selected portion of the group 1n response
to classification results that were obtained from classifying,
the at least one other selected sub-group; and selecting the
additional selected sub-group out of the selected portion of
the group 1n response to values of attributes of defect
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candidates that belong to the portion of the group, wherein
the portion of the group may i1nclude the additional selected
sub-group.

The selected portion of the group does may not include
defect candidates that belong to any previously selected
sub-group.

The method may include selecting a selected portion of
the group by: calculating segment scores of segments of an
attribute hyperspace; wherein defect candidates of the group
are represented 1n the attribute hyperspace by defect candi-
date defect candidate representations indicative of the values
of the attributes of the defect candidate defect candidates;
and selecting a selected segment 1n response to the segment
scores; wherein the selected portion of the group may
include defect candidates that are represented by defect
candidate defect candidate representations that belong to the
selected segment.

The method may include calculating a segment score of a
segment 1n response to a parameter of a distribution of defect
candidate defect candidate representations within the seg-
ment.

The method may include calculating a segment score of a
segment 1 response to at least one classification result
related to at least one defect candidates us having defect
candidate defect candidate representations within the seg-
ment.

The method may include calculating a segment score of a
segment 1n response to a parameter of a distribution of defect
candidate defect candidate representations of defect candi-
dates that were classified as defects.

Values of attributes of defect candidates may span an
attribute hyperspace and the method may include segment-
ing the attribute hyperspace to segments.

The method may include re-segmenting the attribute
hyperspace to segments 1n response to at least one selected
sub-group classification results.

The method may include performing multiple classifica-
tion iterations to provide multiple classification iteration
results; and adapting adjustable classification thresholds and
segmenting an attribute hyperspace to segments in response
to the multiple classification iteration results; wherein the
adjustable classification thresholds are utilized during the
multiple classification iterations.

The method may include receiving the stop condition
from a person.

The classitying of the defect candidates may include
receiving classification mformation from a person.

The method may include receiving level of interest infor-
mation related to at least one out of regions of the water and
a class of defects; and wherein at least one step out of the
selecting of the selected sub-group of defect candidates and
the classitying of the defect candidates may be responsive to
the level of interest information.

The processor of the computerized system may be
coupled to a defect classifier and to a Yield Management
System (YMS) via a network.

The processor of the computerized system may be
coupled to an inspection tool and to a review tool via the
network.

The processor of the computerized system may be
coupled to multiple nspection tools and to a plurality of
review tools via the network.

The processor of the computerized system may be
included in a defect classifier.

The processor of the computerized system may be
coupled to a defect classifier and to a Yield Management
System (YMS) via a network.
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4

The obtaining of defect candidate information may
include generating the defect candidate information by an
inspection module that may be coupled to the processor of
the computerized system.

According to an embodiment of the mvention there may
be provided a non-transitory computer readable medium that
stores 1nstructions that once executed by a computer will
cause the computer to execute the steps of:

a. obtaining defect candidate information about a group of
defect candidates, wherein the defect candidate infor-
mation may include values of attributes per each defect
candidate of the group;

b. selecting a selected sub-group of defect candidates 1n
response to values of attributes of defect candidates that
belong to at least the selected sub-group;

c. classitying defect candidates of the selected sub-group
to provide selected sub-group classification results;

d. repeating, until fulfilling a stop condition: selecting an
additional selected sub group of defect candidates 1n
response to (a) values of attributes of defect candidates
that belong to at least the additional selected sub-group;
and (b) classification results obtained from classitying
at least one other selected sub-group; and classitying
defect candidates of the additional selected sub-group
to provide additional selected sub-group classification
results.

According to an embodiment of the mvention there may
be provided a computerized system for classitying defects of
a water, the computerized system may comprise a processor
and a memory unit; wherein the processor 1s arranged to
execute at least the following stages of:

a. obtaining defect candidate information about a group of
defect candidates, wherein the defect candidate infor-
mation may include values of attributes per each defect
candidate of the group;

b. selecting a selected sub-group of defect candidates 1n
response to values of attributes of defect candidates that
belong to at least the selected sub-group;

c. classifying defect candidates of the selected sub-group
to provide selected sub-group classification results;

d. repeating, until fulfilling a stop condition:

1. selecting an additional selected sub-group of defect
candidates 1n response to (a) values of attributes of
defect candidates that belong to at least the addi-
tional selected sub-group; and (b) classification
results obtained from classitying at least one other
selected sub-group; and

1. classifying defect candidates of the additional
selected sub-group to provide additional selected
sub-group classification results.

According to an embodiment of the imnvention there may
be provided a computerized system that may include a
processor and a memory umt; wherein the processor 1s
arranged to execute at least the following stages of:

a. obtaining defect candidate information about a group of
defect candidates, wherein the defect candidate infor-
mation may include values of attributes per each defect
candidate of the group;

b. selecting, by a processor of the computerized system,
a selected sub-group of defect candidates 1n response to
values of attributes of defect candidates that belong to
at least the selected sub-group;

c. sending to a defect classifier mnformation about the
selected sub-group of defect candidates;

d. receiving from the defect classifier selected sub-group
classification results;
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¢. repeating, until fulfilling a stop condition:

1. selecting an additional selected sub-group of defect
candidates 1n response to (a) values of attributes of
defect candidates that belong to at least the addi-

6

b. obtaining, at a second resolution and a second through-
put, by a second tool, second tool 1images of defect
candidates of a portion of the group of defect candi-
dates; wherein the second resolution 1s higher than the
first resolution and the first throughput 1s higher than

tional selected sub-group; and (b) classification 5

results obtained from a classifying, by the defect the second throughput; _

classifier, at least one other selected sub-group: c. sending the second tool images to a defect classifier;
11. sending to the defect classifier information about the d. FecelVIng from the delect classitier portion classitica-

additional selected sub-group; and tion regults; and . . .
111. recerving Irom the defect classifier additional 10 ¢. outputting at least a part of the provide portion classi-

selected sub-group classification results.

fication results.
According to an embodiment of the invention there may

According to an embodiment of the invention there may be provided a method for classitying defects of a water, the

be prowd.ed a plethod for wafer Inspection, defect detection method may be executed by a computerized system, the
and classification, the method may include: method may include:

a. inspecting a waler with an optical nspection device to 15 4 gbtaining defect candidate information about a group of

provide defect candidate information about a group of
defect candidates, wherein the defect candidate infor-
mation may include values of multiple attributes per
cach defect candidate of the group; wherein the mul-
tiple attributes may include attributes that represent
optical ispection parameters of the optical mspection
device;

. obtaining, by a charged particle beam tool, charged
particle beam 1mages of defect candidates of a portion
of the group of defect candidates;

. processing the charged particle beam images by a
defect classifier to provide portion classification
results; and

d. outputting at least a part of the provide portion classi-

fication results.
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defect candidates, wherein the defect candidate infor-

mation may include values of attributes per each defect

candidate of the group;

b. selecting, by a processor of the computerized system,
a selected sub-group of defect candidates 1n response to
values of attributes of defect candidates that belong to
at least the selected sub-group;

c. sending to a defect classifier mnformation about the
selected sub-group of defect candidates;

d. receiving from the defect classifier selected sub-group
classification results;

¢. repeating, until fulfilling a stop condition:

1. selecting an additional selected sub-group of defect
candidates 1n response to (a) values of attributes of
defect candidates that belong to at least the addi-
tional selected sub-group; and (b) classification

The charged particle beam tool may be a SEM, a TEM, a
STEM or an 10n imager.
The method may include preventing a display of the

results obtaimned from a classitying, by the defect
classifier, at least one other selected sub-group:;
11. sending to the defect classifier information about the

defect candidate imnformation to an operator of the optical additional selected sub-group; and
Inspection Flewce. | | 3 iii. receiving from the defect classifier additional
The portion of the group of defect candidates may include selected sub-group classification results.
multiple selected sub-groups of defect candidates. According to an embodiment of the invention there may
According to an embodiment of the invention there may be provided a non-transitory computer readable medium that
be provided a method for water inspection, detect detection stores instructions that once executed by a computer will
and classification, the method may include: 40 cause the computer to execute the steps of:
a. mspecting, at a first resolution and a first throughput, a a. obtaining defect candidate information about a group of

waler with an first tool to provide defect candidate
information about a group of defect candidates,
wherein the defect candidate information may include
values of multiple attributes per each defect candidate
of the group; wherein the multiple attributes may
include attributes that represent optical 1inspection
parameters of the optical mspection device;

. obtaining, at a second resolution and a second through-
put, by a second tool, second tool 1mages ol defect
candidates of a portion of the group of defect candi-
dates:

c. processing the second tool images by a defect classifier

to provide portion classification results; and

45

50

defect candidates, wherein the defect candidate infor-
mation may include values of attributes per each defect
candidate of the group;

b. selecting, a selected sub-group of defect candidates 1n
response to values of attributes of defect candidates that
belong to at least the selected sub-group;

c. sending to a defect classifier mnformation about the
selected sub-group of defect candidates;

d. recerving from the detect classifier selected sub-group
classification results;

¢. repeating, until fulfilling a stop condition:

1. selecting an additional selected sub-group of defect
candidates 1n response to (a) values of attributes of

d. outputting at least a part of the provide portion classi- 55 defect candidates that belong to at least the addi-
fication results. tional selected sub-group; and (b) classification
According to an embodiment of the invention there may results obtained from a classifying, by the defect
be provided a method for waler inspection, defect detection classifier, at least one other selected sub-group;
and classification, the method may include: ii. sending to the defect classifier information about the
a. inspecting, at a first resolution and a first throughput, a 60 additional selected sub-group; and
wafer with an first tool to provide defect candidate iii. receiving from the defect classifier additional
information about a group of defect candidates, selected sub-group classification results.
wherein the defect candidate information may include
values of multiple attributes per each defect candidate BRIEF DESCRIPTION OF THE DRAWINGS
of the group; wherein the multiple attributes may 65
include attributes that represent optical inspection The subject matter regarded as the mvention 1s particu-

parameters of the optical mspection device; larly pointed out and distinctly claimed 1n the concluding
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portion of the specification. The invention, however, both as
to organization and method of operation, together with

objects, features, and advantages thereof, may best be under-
stood by reference to the following detailed description
when read with the accompanying drawings in which:

FIG. 1 1illustrates a method according to an embodiment
of the invention;

FIG. 2 1llustrates a group of defect candidates, a selected
sub-group of defect candidates, first and second additional
selected sub-groups of defect candidates, first and second
portions of the group, selected sub-group classification
results, first additional selected sub-group classification
results and second additional selected sub-group classifica-
tion results according to an embodiment of the mvention;

FI1G. 3 1llustrates an attribute hyperspace, multiple regions
of the attribute hyperspace, multiple clusters of defect can-
didates representations, and segments of the attribute hyper-

space, according to an embodiment of the mvention;

FI1G. 4 illustrates a step of the method of FIG. 1 according,
to an embodiment of the invention;

FIG. § 1illustrates a method according to an embodiment
of the invention;

FIG. 6 1llustrates method according to an embodiment of
the invention;

FIG. 7A 1llustrates a system according to an embodiment
of the invention;

FIG. 7B 1llustrates a system according to an embodiment
of the invention;

FI1G. 7C 1llustrates a system according to an embodiment
of the invention;

FIG. 7D illustrates a system according to an embodiment
of the invention;

FIG. 7E illustrates a system according to an embodiment
of the invention;

FIG. 8 illustrates a method according to an embodiment
of the invention;

FIG. 9 illustrates a system according to an embodiment of
the invention;

FIG. 10 illustrates a system according to an embodiment
of the invention; and

FIG. 11 1s a block diagram of an example computer
system that may perform one or more of the operations
described herein, in accordance with various implementa-
tions.

DETAILED DESCRIPTION OF THE DRAWINGS

In the following detailed description, numerous specific
details are set forth 1n order to provide a thorough under-
standing of the invention. However, it will be understood by
those skilled in the art that the present invention may be
practiced without these specific details. In other instances,
well-known methods, procedures, and components have not
been described 1n detail so as not to obscure the present
invention.

The subject matter regarded as the mvention 1s particu-
larly pointed out and distinctly claimed 1n the concluding
portion of the specification. The invention, however, both as
to organization and method of operation, together with
objects, features, and advantages thereof, may best be under-
stood by reference to the following detailed description
when read with the accompanying drawings.

It will be appreciated that for simplicity and clarity of
illustration, elements shown 1n the figures have not neces-
sarily been drawn to scale. For example, the dimensions of
some of the elements may be exaggerated relative to other
clements for clarity. Further, where considered appropnate,
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reference numerals may be repeated among the figures to
indicate corresponding or analogous elements.

Because the 1llustrated embodiments of the present inven-
tion may for the most part, be implemented using electronic
components and circuits known to those skilled in the art,
details will not be explained 1n any greater extent than that
considered necessary as 1llustrated above, for the under-
standing and appreciation of the underlying concepts of the
present invention and in order not to obfuscate or distract
from the teachings of the present invention.

Any reference 1n the specification to a method should be
applied mutatis mutandis to a system capable of executing
the method and should be applied mutatis mutandis to a
non-transitory computer readable medium that stores
instructions that once executed by a computer result in the
execution of the method.

Any reference 1n the specification to a system should be
applied mutatis mutandis to a method that may be executed
by the system and should be applied mutatis mutandis to a
non-transitory computer readable medium that stores
instructions that may be executed by the system.

Any reference in the specification to a non-transitory
computer readable medium should be applied mutatis
mutandis to a system capable of executing the instructions
stored 1n the non-transitory computer readable medium and
should be applied mutatis mutandis to method that may be
executed by a computer that reads the istructions stored 1n
the non-transitory computer readable medium.

A group of defect candidates 1s also referred to as a group.
A portion of the group of the defect candidates 1s also
referred to as a portion of the group. A sub-group of defect
candidates 1s also referred to as a sub-group.

The terms “tool”, “system™ and “device” are used 1n an
interchangeable manner.

The terms “computer” and “computerized device” are
used 1n an interchangeable manner.

The specification provides various examples ol automatic
defect classification (ADC) processes. It 1s noted that these
are merely non-limiting examples and that the application 1s
not limited by the examples of ADC processes 1llustrated in
the specification.

It 1s noted that any ADC process may be fully automatic,
partially automatic of fully manual. Accordingly, at least a
stage of defect classification (performed by an ADC process)
may be responsive to iputs provided by a person. The
person may be a user or operator of any of the devices and/or
tools 1llustrated 1n the specification.

The person may, for example, classily defects, define
defects of interest, define arecas of an object that are of
interest, and the like. The person may define two or more
interest levels and 1s not limited to defining only non-
interesting areas and interesting areas.

The following examples refer to an ispection tool and a
review tool. Any review tool and any inspection tool may
use one or more optical beams and/or one or more charged
particle beams. Non-limiting examples of an inspection tool
may include an ultraviolet (UV) mspection tool, an extreme
UV 1nspection tool, a deep UV mspection tool, a charged
particle beam inspection tool and the like. Non-limiting
examples of a review tool may include a scanning electron
microscope (SEM), a transmissive electron microscope
(TEM), an STEM, an ion beam imager, and the like.

Any of the examples provide din the specification are
non-limiting examples of various embodiments of the inven-
tion.

FIG. 1 1llustrates method 100 according to an embodi-
ment of the invention. Method 100 1s used for filtering defect
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candidates. The filtering includes selecting only some of the
defect candidates to undergo a classification process. The
classification can be performed by Automatic Defect Clas-
sification methods (ADC). Method 100 can be performed on
the SEM or on a specific server. Method 100 can be
performed after each defect or for a group of defects.
Non-selected defect candidates can be 1gnored. Out of the
defect candidates that undergo a classification process some
may be classified as non-defects, some may be classified to
one or more class of detects of interest and some may be
classified to one or more class of that are not of interest. The
classes of interest may be defined by a user, or can be defined
automatically.

The selection of defect candidates to undergo the classi-
fication process may be done 1n multiple 1terations. Accord-
ing to an embodiment of the invention, as least some of the
iterations are responsive to results of the classification
process.

Method 100 may start by step 110 of obtaining defect
candidate information about a group of defect candidates.
The defect candidate information includes values of attri-
butes per each defect candidate of the group.

The obtaining of the defect candidate information can
include performing a defect ispection process. The defect
inspection process may be executed without applying a fixed
nuisance filter or without substantially filtering out attributes
related to the defect candidates.

The obtaiming of the defect candidate information may be
executed without performing the defect inspection process.
In this case stage 110 include receiving defect candidate
information that was generated during (or as a result of) an
ispection process.

The number of defect candidates of the group may be very
big—i1t may exceed one or few hundred defect candidates,
one or few million defects and the like. The term few may
refer to a number that ranges between 1 and 10.

The number of attributes (per defect candidates) may be
very big and the attributes may include attributes of multiple
types. For example, the number of attributes may range
between 1 and 1000, between 10 and 500, between 30 and
200 and then like. The number of attributes may exceed
1000.

The invention 1s not limited by the type of inspection
process that 1s used for generating the defect candidate
information. The ispection process may include (a) an
illumination process during which the object 1s 1lluminated
with radiation, (b) a collection process during which radia-
tion 1s collected from the object, (¢) a detection process
during which detection signals that are responsive to the
collected radiation are being generated, and (d) a processing
of the detection signals.

The defect candidate attributes may retflect any one of
these processes or a combination thereof. It may include
information about process imperiections, biases, deviations,
optical parameters, and the like. The attributes may include
inspection tool attributes, manufacturing process attributes,
design attributes, yield attributes, and other mspection attri-
butes provided from one or more other inspection tool.

The attributes of a defect candidate may represent at least
one out of the following: (a) defect candidate pixels infor-
mation, (b) information about the vicinity of the defect
candidates, (¢) information about one or more sensing
clement of a sensor that detected radiation from the defect
candidate (for example—Ilocation 1n a sensor that includes
multiple sensing elements, dynamic range, sensitivity
threshold, bias and the like), (d) information related to a
scanning scheme used to acquire the defect candidate (for
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example—scanning scheme accuracy, location of the defect
candidate 1n relation to a scan line, scanning scheme
mechanical noises, and the like), (e¢) information about
illumination conditions applied to acquire the defect candi-
date (for example—intensity of light source, frequency of
radiation, polarization of light source, speckles, temperature
of the object or 1ts surroundings, vacuum level at the vicinity
of the object, position of defect candidate 1n relation to an
optical axis of the illumination path, and the like), (1)
information about collection conditions applied to acquire
the defect candidate (for example, attenuation of a collection
path, aberrations of the collection path, position of defect
candidate 1n relation to an optical axis of the collection path,
and the like) (g) design related information—computer
aided design (CAD) structure or typical properties, or trans-
formation of these properties, of the design in vicinity of
defect location. The design related information can also be
a processed CAD data represented by regions of interest or
noise measures. (h) mformation about manufacturing history
of the inspected waler such as process step, process tool,
lithography and the like (1) information about global and
local detfect density on the water and between walers (sig-
natures, die stacking, etc. . . . ).

Multiple defect candidate attributes may be regarded as
“internal” attributes that were usually not outputted by an
inspection tool. For example—referring to the example
above-attributes (d), (e), (1), (h) and (1) may be considered
internal or external inspection tool information. Yet for
another example—while an 1dentity of the sensor that
detected a defect may be regarded as an external attribute at
least some of the parameters of the sensor (location in a
sensor that includes multiple sensing elements, dynamic
range, sensitivity threshold, bias and the like) may be
considered as internal attributes. Yet for a further example—
external attributes may include attributes (a), (b) (g) and (1).
Yet for a further example—external attributes may include
defect SNR, grey level difference, shape and the like.

Step 110 may be followed by step 120 of selecting a
selected sub-group of defect candidates 1n response to values
ol attributes of defect candidates that belong to at least the
selected sub-group. This 1s the first selected sub-group out of
multiple selected sub-groups.

The 1invention 1s not limited by the manner by which the
selecting of defects candidates in response to values of
attributes 1s performed. For example, many selection meth-
ods known 1n the art for selecting defects out of inspection
results can be implemented, with appropriate modifications,
without departing from the scope of the mnvention. For
example—the selection of the selected sub-group of defect
candidates may be responsive to levels of interest defined
automatically, semi-automatically or manually by a person
or another tool.

Step 120 may be followed by step 130 of classifying
defect candidates of the selected sub-group to provide
selected sub-group classification results.

The selected sub-group classification results may indicate
which defect candidates (of the selected sub-group) belong
to defect classes and which defect candidates cannot be
classified to a defect class. Additionally or alternatively, the
selected sub-group classification results may indicate which
defect candidates should not be regarded as defects or not
regarded as defects of interest. Defects of interest may
belong to one or more classes of defects that were defined as
being of interest.

Usually, but the invention 1s not limited thereto; classifi-
cation should be done automatically by an automatic defect
classifier (ADC). ADC can use a train set for learning a




US 10,049,441 B2

11

mathematical or statistical classification model or use a
predefined set of rules defined by an operator. The invention
1s not limited by the type of ADC that 1s used. Many of the
automatic defect classifiers that are commonly used for the
tabrication of semiconductor devices can be used with the
appropriate modifications without departing from the scope
of the invention.

After the completion of steps 120 and 130 a first selected
sub-group classification results 1s obtained. Method 100 may
then proceed to steps 140 and 150 for obtaining one or more
additional selected sub-group classification results, while
taking 1nto account previously obtained classification
results. Steps 140 and 150 can be repeated until a stop
criterion 1s fulfilled.

Step 130 may be followed by step 140 of selecting an
additional selected sub-group of defect candidates 1n
response to (a) values of attributes of defect candidates that
belong to at least the additional selected sub-group; and (b)
classification results obtained from classifying at least one
other selected sub-group. During a first iteration of step 140

the classification results may be those obtained during step
130.

Step 140 may be followed by step 150 of classiiying
defect candidates of the additional selected sub-group to
provide additional selected sub-group classification results.

Each additional selected sub-group classification results
may indicate which defect candidates (of the additional
selected sub-group) belong to defect classes and which
defect candidates cannot be classified to a defect class.
Additionally or alternatively, each additional selected sub-
group classification results may indicate which defect can-
didates should be not be regarded as defects or not regarded
as defects of 1nterest. Defects of interest may belong to one
or more classes of defects that were defined as being of
interest.

Step 150 may be followed by step 160 of checking if a
stop criterion has been fulfilled. If so—jumping to step 170.
Else—jumping to step 140.

The stop criterion can be fulfilled, for example, when at
least one of the following occurs:

a. Reaching a predetermined number of iterations of steps

140 and 150.

b. Obtaining classification results having a purity level
that exceeds a purnity threshold or reject level below a
specific threshold Purity refers to the percentage of the
remaining defects—those found by the ADC system to
be classifiable and not rejected—that are classified
correctly. U.S. Pat. No. 8,315,453 discloses a classifier
that optimizes purity and 1s incorporated herein by
reference.

c. Obtaining a predetermined number of 1images of defects
of 1nterest (DOI) or a specific DOI type.

Step 170 may include responding to classification results

obtained during steps 130 and 150.

Step 170 may include, for example:

a. Providing (171) defect information that represents
defect candidates that were classified as defects.

b. Providing (172) defect information that represents
defect candidates that were classified as belonging to
certain defect classes. For example, belonging to one or
more classes of defect of interest.

c. Traming (173) an automatic defect classifier such as an
adjustable defect classifier. Training (173) can alterna-
tively include participating 1n such training. The par-
ticipation may include sending classification results to
the adjustable defect classifier.
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The defect information may be a defect map but other
types of imnformation can be provided. It may include the
locations of the defects and one or more defect attributes per
defect.

According to an embodiment of the invention step 140
may include two phases:

a. Selecting (141) a selected portion of the group 1n
response to classification results that were obtained

from classifying the at least one other selected sub-
group. For example, The selected portion of the group
may be selected so that it does not include defect
candidates that belong to any previously selected sub-
group.

b. Selecting (142) the additional selected sub-group out of
the selected portion of the group 1n response to values
of attributes of defect candidates that belong to the
portion of the group, wherein the portion of the group
comprises the additional selected sub-group. For
example, the same selection method used 1n step 110
can be used for performing the selecting step 142.

It 1s noted that the same attributes may be used during
different classification processes (stages 130 and 150). It
should also be noted that different attributes may be used
during diflerent classification processes. in addition or alter-
natively, the attributes used during a classification process
may include all of the attributes included in the defect
candidate information (step 110) or may include a part of the

attributes included 1n the defect candidate information (step
110).

FIG. 2 1llustrates a group 200", selected sub-group 201,
first and second additional selected sub-groups 202' and
203", first and second portions 211' and 212' of the group,
selected sub-group classification results 221", first additional
selected sub-group classification results 222' and second
additional selected sub-group classification results 223
according to an embodiment of the invention.

As 1llustrated by table 1 and by FIG. 2, different selected
sub-groups are selected from different combinations of
defect candidates (the group itself, any one of the portions
of the group), and different selected sub-group classification
results are obtained.

TABLE 1
Combination
of defect
candidates from
Step of which the selected
method Selected sub-  sub-group i1s bemng  Selected sub-group
100 group selected classification results
120 Selected sub-  Group 200
group 201’
130 Selected sub- Selected sub-group
group 201’ classification results

221
First additional
selected sub-

group 202’

First
iteration of

step 140

First portion 211"
(does not include
previously selected
sub-group 201")
First additional

selected sub-

First additional
selected sub-group

First
iteration of

step 150 group 202’ classification
results 222’
Second Second Second portion 212
iteration of  additional (does not include
step 140 selected sub- previously selected
group 203’ sub-groups 201" and

202"
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TABLE 1-continued

Combination
of defect
candidates from

Step of which the selected

method Selected sub-  sub-group is being  Selected sub-group

100 oTroup selected classification results

Second Second Second additional

iteration of  additional selected sub-group

step 150 selected sub- classification results
group 203’ 223

The selection of any selected sub-group may be respon-
sive to the values of attributes of defect candidates. Each
defect candidate of the group can be represented i1n an
attribute hyperspace by a defect candidate representation
indicative of the values of the attributes of the defect
candidates. The attribute hyperspace 1s spanned by attributes
of the defect candidates.

The attribute hyperspace may include more than two
dimensions but for simplicity of explanation FIG. 3 1llus-
trates a two-dimensional attribute hyperspace. The x-axis of
the 1llustrated attribute hyperspace represents values of one
attribute and the y-axis represents a value of another attri-
bute.

FIG. 3 illustrates attribute hyperspace 301, multiple
regions 302, multiple clusters 303 of defect candidates
representations 305, and segments 304 of the attribute

hyperspace 301, according to an embodiment of the inven-
tion. I do not think we should disclose FIG. 3.

Segments 304 of FIG. 3 are intersections between regions
302 and clusters 303.

It 1s assumed that the defect candidate representations 305
represent all the defect candidates of group 200'.

The attribute hyperspace 301 may be segmented 1n vari-
ous manners. FIG. 3 illustrates a result of a triple phase
segmentation process that include the following phases:

a. Partitioning the attribute hyperspace to multiple regions
302.

b. Defimng and/or receiving clusters 303 of defect can-
didates.

¢. Defining segments 304 1n response to the regions 302
and the clusters 303. FIG. 3 illustrates segments 304
that are defined as intersections between regions 302
and clusters 303.

It 1s noted that one, two or more than three phase
segmentation processes may be applied in order to provide
multiple segments 303.

In FIG. 3 the multiple regions 302 represent diflerent
percentiles of the representations of the defect candidates of

the group. These percentiles retlect a distribution of values
of the pair of attributes (of the defect candidates of the
group) that span the attribute hyperspace of FIG. 3.

FI1G. 4 illustrates step 141 of method 100 according to an
embodiment of the invention.

Step 141 may include the steps of:

a. Calculating (144) segment scores ol segments of an
attribute hyperspace.

b. Selecting (145) one or more selected segment 1n
response to the segment scores.

c. Defining (146) the selected portion of the group as
including defect candidates that are represented by
defect candidate representations that belong to the one
or more selected segments.
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Step 144 may include at least one of the following:

a. Calculating (144(1)) a segment score of a segment 1n
response to a parameter of a distribution of defect
candidate representations within the segment. The
parameter may, for example, reflect the number of
defect candidates within the segment.

b. Calculating (144(2)) a segment score of a segment 1n
response to at least one classification result related to at
least one defect candidate having defect candidate
representations within the segment. For example—the
method may prioritize selecting segments that do not
include defect candidates that were previously classi-
fled as defects, classified as defects of a certain defect
class, and the like.

c. Calculating (144(3)) a segment score of a segment 1n
response to a parameter of a distribution of defect
candidate representations of defect candidates that
were classified as defects. The parameter may be, for
example, a defect to defect candidate ratio.

For example, assuming that defects of interest are rela-
tively few 1n relation to the population of defect candidates
(for example—out of one million defect candidates only one
hundred defect candidates represents defects of interest)
then higher scores may be assigned to less dense segments
and to segments that do not include already detected defects
ol interest.

Any mathematical function can be applied i order to
select the one of more segments to be selected.

The segmentation of the attribute hyperspace may be
included in method 100 or may be executed as a part of
another method that may be executed by a computerized
entity that differs from the computerized entity that executes
method 100.

According to an embodiment of the mvention the seg-
mentation may change over time. For example—the attri-
bute hyperspace may be re-segmented to segments in
response to classification results. The re-segmentation may
include changing the clustering of defect candidate

FIG. 5 illustrates method 101 according to an embodi-
ment of the mvention.

As will be illustrated below—method 101 of FIG. 5
differs from method 100 of FIG. 1 by including additional
steps 181 and 182.

Method 101 may start by step 110 of obtaining defect
candidate iformation about a group of defect candidates.

Step 110 may be followed by step 120 of selecting a
selected sub-group of defect candidates 1n response to values
ol attributes of defect candidates that belong to at least the
selected sub-group.

Step 120 may be followed by step 130 of classifying
defect candidates of the selected sub-group to provide
selected sub-group classification results.

Step 130 may be followed by steps 181 and 140.

Step 181 may include re-segmenting an attribute hyper-
space 1n response to the selected sub-group classification
results. Step 181 may be followed by step 140. For
example—it the classification process finds a clear border
between defects of interest and defect candidates that should
be 1gnored—the re-segmentation may cause this boarder to
be positioned between segments or to form a boarder of one
Oor more segment.

Step 130 may be followed by step 140 selecting an
additional selected sub-group of defect candidates 1n
response to (a) values of attributes of defect candidates that
belong to at least the additional selected sub-group; and (b)
classification results obtained from classitying at least one
other selected sub-group.
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Step 140 may be followed by step 150 of classitying
defect candidates of the additional selected sub-group to
provide additional selected sub-group classification results.

Step 150 may be followed by steps 160 and 182.

Step 182 may include re-segmenting an attribute hyper-
space 1n response to the additional selected sub-group clas-
sification results. Step 182 may be followed by step 160.

Step 160 may include checking 1f a stop criterion has been
tulfilled. If so—jumping to step 170. Else—jumping to step
140.

Step 170 may include responding to classification results
obtained during steps 130 and 150.

It 1s noted that method 101 may include only one of steps
181 and 182. Additionally or alternatively, step 170 may
include at least one of steps 181 and 182.

The classifications results (obtained during steps 130
and/or 150) can also be used for adjusting the classification
process itsell. For example—classification results obtained
when executing step 130 can be used for tuning the classi-
fication process to be applied in one or more iterations of
step 150. Yet for another example, a second or a later
iteration of step 150 may involve applying a classification
process that 1s responsive to previously calculated classifi-
cation results obtained during step 130 and during previous
iterations of step 150.

The adjustment of the classification process may mvolve
adjusting adjustable classification thresholds or performing
other (or additional) adjustments of the classification pro-
CEesS.

The adjustment of the classification process can be
executed 1n addition to the re-segmentation or mstead of the
re-segmentation.

FIG. 6 1llustrates method 102 according to an embodi-
ment of the mvention.

As will be illustrated below—method 102 of FIG. 6
differs from method 100 of FIG. 1 by including additional
steps 191 and 192

Method 102 may start by step 110 of obtaining defect
candidate mformation about a group of defect candidates.

Step 110 may be followed by step 120 of selecting a
selected sub-group of defect candidates in response to values
ol attributes of defect candidates that belong to at least the
selected sub-group.

Step 120 may be followed by step 130 of classitying
defect candidates of the selected sub-group to provide
selected sub-group classification results.

Step 130 may be followed by steps 191 and 140.

Step 191 may include adjusting a classification process to
be applied during one or more iterations of step 150. Step
191 may be followed by step 140.

Step 130 may be followed by step 140 selecting an
additional selected sub-group of defect candidates 1n
response to (a) values of attributes of defect candidates that
belong to at least the additional selected sub-group; and (b)
classification results obtained from classifying at least one
other selected sub-group.

Step 140 may be followed by step 150 of classitying
defect candidates of the additional selected sub-group to
provide additional selected sub-group classification results.

Step 150 may be followed by steps 160 and 192.

Step 192 may include adjusting a classification process to
be applied during one or more 1iteration of step 150. Step 192
may be followed by step 160.

Step 160 may 1include checking 1f a stop criterion has been
tulfilled. If so—jumping to step 170. Else—jumping to step
140.
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Step 170 may include responding to classification results
obtained during steps 130 and 150.

It 1s noted that method 102 may include only one of steps
191 and 192. Additionally or alternatively, step 170 may
include at least one of steps 191 and 192.

It 1s noted that any combination of any one of methods
100, 101 and 102 may be provided. For example, step 130
or 150 may be followed (and step 170 may include) by (a)
performing multiple classification iterations to provide mul-
tiple classification 1teration results and (b) adapting adjust-
able classification thresholds and segmenting the attribute
hyperspace to segments 1n response to the multiple classi-
fication iteration results. The adjustable classification thresh-
olds are utilized during the multiple classification iterations.

FIG. 7A 1illustrates device 200 and its environment

according to an embodiment of the invention.

FIG. 7A illustrates device 200, imspection tool 210,
review tool 220, automatic defect classifier 230 and fab yield
management system 230.

A network 240 1s coupled to device 200, mspection tool
210, review tool 220 and automatic defect classifier (ADC)
230. For example, network 240 may be a fab communication
system. For simplicity of explanation, only a single ispec-
tion tool 210 and a single review tool 220 are shown. It
should be noted that 1n practice, a plurality of inspection
tools may be connected to a plurality of review tools via
network 240. For further simplicity of explanation, a single
ADC system 230 1s shown. It should be noted that more than
one ADC system 230 can be used.

The invention 1s not limited by the type ol physical
communication and coupling provided between the various
entities 200-250. According to one embodiment of the
invention, device 200 may be coupled to one or more of
entities 210-250 via the network 240 communication infra-
structures. According to another embodiment of the mven-
tion, device 200 may be coupled via a direct communication
line to one or more of entities 210-250.

For simplicity of explanation, device 200 1s shown as a
stand-alone computer system. It 1s noted that device 200
may be a part of the mspection tool 210, of the review tool
220, ADC 230 and/or of the YMS 250. In any of these
configurations, device 200 may be coupled to the other
system (e.g. inspection tool 210, review tool 220, ADC
system 230 or YMS) directly and not via network 240. The
components ol device 200 may be integrated with the
components of any of tools and systems 210, 220, 230 and
250. According to an embodiment of the invention, device
200 may be facilitated as a hardware utility which 1s placed
on the electronic rack of, for example, the inspection tool
210, the review tool 220, the ADC tool 230 or the fab yield
management system 250. According to embodiments of the
invention, the device 200 may be coupled directly to the data
analysis processor of the hosting tool. According to embodi-
ments of the invention, device 200 1s facilitated as a software
utility that i1s operated by the data analysis processor of
either one of entities 210-250.

Device 200 may be arranged to execute any one of
method 100, 101 and 102 or a combination of any steps of
these methods.

Device 200 may include a memory unit 201 and a
processor 202.

The memory unit 201 may store at least one of (a)
information required for executing one or more of methods
100-102, (b) software required for executing one or more of
methods 100-102, (¢) information generated during the
execution of one or more of methods 100-102.
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Processor 202 may perform any operation required during,
any step of one or more of methods 100-102.

For example, memory umt 201 may be arranged to store
defect candidate information about a group of defect can-
didates.

Processor 202 may be arranged to:

a. Select a selected sub-group of defect candidates in
response to values of attributes of defect candidates that
belong to at least the selected sub-group.

b. Classily defect candidates of the selected sub-group to
provide selected sub-group classification results.

c. Repeat, until fulfilling a stop condition: (1) selecting an
additional selected sub-group of defect candidates 1n
response to (a) values of attributes of defect candidates
that belong to at least the additional selected sub-group:;
and (b) classification results obtained from classifying
at least one other selected sub-group; and

d. Classity defect candidates of the additional selected
sub-group to provide additional selected sub-group
classification results.

According to an embodiment of the mvention the stop
condition may be determined automatically, partially auto-
matically or manually. A person may provide the stop
condition and may, additionally or alternatively, determine
to stop the repetition even regardless of a previously defined
stop condition.

The selection of the selected sub-group of defect candi-
dates may be responsive to levels of interest. A level of
interest of a defect candidate may be related to the location
of the defect candidate. For example—the selection may
tend to select defect candidates that are located at regions of
interest.

Yet for another example, processor 202 may be arranged
to provide defect mnformation that retlects the classification
process results.

According to an embodiment of the invention, as shown
in FIG. 7B, device 200 1s integrated with ADC system 230.
ADC 230 and device 200 serve multiple of mspection tools
210 and a plurality of review tools 220 via network 240 and
under the supervision of YMS 250.

According to another embodiment of the invention, 1llus-
trated mn FIG. 7C, ADC 230 and device 200 are integrated
with review tool 220.

According to the embodiment 1llustrated 1n FIG. 7D, the
ispection operation and review operation and provided by
a single platform—Inspection and Review tool 260. Device
200 together with ADC 230 are facilitated by a single
plattorm—Data Processing Server 265. The data processing,
server 265 1s coupled to the Inspection and Review tool 260
via the network 240 or directly.

Yet another embodiment of the invention 1s 1llustrated 1n
FIG. 7E. in this embodiment, a single platform accommo-
date an ispection module 272; review module 274, ADC
module 276 and filter 278.

In any one of FIGS. 7A-7E the various tools, devices and
module may communicate with each other in any manner
known 1n the art. For example—the communication may be
based on existing result file format (such as but not limited
to KLARF™ of KLLA Inc.), enhanced result file format or a
dedicated format.

FIG. 8 1llustrates method 800 according to an embodi-
ment of the invention. Method 8 may be carried out by the
systems 1llustrated 1n FIGS. 7A-7E as well as by variant
configurations.

Method 800 may start by stage 810 of inspecting a water
with an optical spection entity (for example, mspection
tool 210 or inspection module 272) to provide defect can-
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didate information about a group of defect candidates,
wherein the defect candidate information comprises values
of multiple attributes per each defect candidate of the group.
The multiple attributes may include attributes that represent
optical inspection parameters of the optical inspection
device.

Stage 810 may be followed by stage 820 of obtaining, by
a scanning electron microscope (SEM) (e.g. Review tool
220 or review module 274), SEM 1mages of defect candi-
dates of a portion of the group of defect candidates.

Stage 820 may be followed by stage 830 of processing the
SEM 1mages by an automatic defect classifier (e.g. ADC 230
as a stand-alone device, as an integrated utility) to provide
portion classification results.

Stage 830 may be followed by stage 840 of outputting at
least a part of the provide portion classification results.

Stages 820-830 may be executed 1n an iterative manner
during which a selected sub-group of defect candidates 1s
imaged and classified. Thus, method 800 may include
executing method 100.

The configurations 7A-7E all difler from prior art con-
figurations by having device 200. In the following, the
operation of the entities 200-250 will be described 1n a
fictional manner, irrespective ol their specific hardware
configuration and facilitation. Without the novel function-
ality provided by device 200 and, the enftities 210-250
interact with each other in accordance with prior art
sequence of operations: The YMS 250 generates 1nspection
instructions A and provides the inspection tool 210 with
these mspection instructions. Inspection tool 210 executes
the mspection based on the inspection instructions and an
ispection recipe that was generated during a recipe setup
stage. Inspection tool 210 provides the YMS 250 with
ispection results. The YMS 250 provides the review tool
220 with review 1nstructions, based on the inspection results
and YMS sampling plan. The review tool 220 executes the
review, based on the review 1nstructions and a review recipe
that was generated during a recipe setup stage. The review
tool 220 communicates with the ADC 230 and analyzes the
review results based on ADC output input received from the
ADC 230. The review tool 220 provides the YMS 240 with
review results F. This flow of operations 1s typically per-
formed per waler 1nspection.

FIG. 9 1llustrates a novel tlow of operations 1n accordance
with an embodiment of the invention.

The flow may include the following steps:
a. YMS 250 provides device 200 with YMS 1nstructions

G.

b. Device 200 provides mspection tool 210 with mspec-
tion 1nstructions H.

c. Inspection tool 210 executes the inspection and pro-
vides device 200 with inspection results 1. Inspection
tool 210 performs inspection including defect detec-
tion, but not including nuisance filtering. Inspection
results I include all of the results generated by the
inspection defect detection operation.

d. Device 200 samples the inspection results I and pro-
vides the review tool 220 with review instructions J.

¢. The review tool 220 communicates with the ADC 230
(ADC mput K) and analyzes the review results based
on ADC output L mput recerved from the ADC 230.

. The review tool 220 provides device 200 (and/or YMS
250) with review results M.

g. YMS 250 receives review results M.

Optionally, the analysis of the review results 1s completed
by the ADC 230 and review results are provided to YMS 2350

by ADC 230. Optionally (not shown), ADC 230 1s integrated
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with Review tool 220 and ADC mput K and ADC output L
are generated as part of the performance of the integrated
review-ADC system. Optionally (not shown), additional
computing systems are involved 1n the inspection-sampling-
review Process.

Thus, the quality and efliciency of the filtering of 1nspec-
tion results 1s improved by filtering the inspection results
using the results of defect classification. The quality of
sampling of review defect of interest 1s improved by per-
forming adaptive selection of review defect of interest based
on the abundance of 1nspection results 1n combination with
defect classification results. Additional improvement 1is
achieved by facilitating automated sampling of review
defects of interest.

According to an embodiment of the invention, device 200
uses a predefined sampling stop condition and until this
predefined sampling stop condition 1s met, sampling (result-
ing in review struction J) and review detection and clas-
sification (resulting i ADC mput K, ADC output L. and
review results M) are performed 1n an 1terative manner. This
iterative sampling 1s performed per waler mspection. For
example, at a certain ispection cycle (e.g. mspection of
waler number n) a certain location 1s associated with a true
defect; and based on review results of water number n, for
the analysis of 1nspection results of water number n+1, it 1s
associated with a nuisance.

In accordance with an embodiment of the invention,
device 200 uses 1nspection and review outputs (I and M) for
updating the sampling stop condition in a dynamic matter.

In accordance with an embodiment of the invention,
device 200 provides inspection tool 210 with inspection
recipe update instructions. In accordance with an embodi-
ment of the invention, inspection instructions includes
istructions aimed for updating inspection recipe settings,
for example, updated optical settings. According to another
embodiment of the invention, mspection mstructions include
instructions aimed for tuning the detection algorithm used
by inspection tool 200 for defect detection. Thus, optical
configuration and detection algorithm are updated in a
dynamic manner over the inspection of a plurality of wafers.
As a result, changes caused due to manufacturing process
variations can be compensated for. In addition, changes
caused due to variations of the imspection tool processes
(e.g. changes 1n the operation of optical components, elec-
trical components and mechanical components over time)
can also be compensated for. Over time, optimization of
optical configuration and defect detection can be achieved,
thereby increasing signal collection and sensitivity.

Typically, defect candidate attributes are provided by the
ispection tool 1 the form of defect result file. Detfect files
which are commonly 1n use for manufacturing of semicon-
ductor devices are characterized by a defect file format.
Commonly, the mspection tool generates defect candidate
attributes 1n accordance with the defect file format and
writes the defect candidate attributes into the defect result
file. The defect file 1s commonly shared between various
entities within the fab, such as between the ispection tools,
review tools and fab yield management system. According
to an embodiment of the invention, certain defect candidate
attributes may not be defect file format attributes. Such
attributes can be regarded as “internal” inspection tool
information that 1s not outputted outside the mspection tool
in prior art mspection tools.

In accordance with embodiments of the invention, the
selecting of a selected sub-group of defect candidates 1n
response to values of attributes of defect candidates (step
120 1llustrated i FIG. 1) and/or the selecting an additional
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selected sub-group of defect candidates in response to values
of attributes of defect candidates (step 140 1llustrated 1n FIG.
1) are performed based on a set of attributes that 1s different
from the set of attributes which 1s defined by prior art defect
files. According to an embodiment of the invention, an
attribute file 1s shared between entities 200, 210,220, 230
and optionally 250. This attribute file can be 1n addition to,
or as a replacement of, the inspection result file that is
commonly shared.

Thus, an additional improvement to the quality and efli-
ciency of sampling of review defects of interest 1s achieved
by processing many types of inspection attributes, including
attributes which are not commonly available by prior art
defect result files.

It 1s noted that an imspection process 1s typically per-
formed by an inspection tool of a first resolution and of a first
throughput while a review process 1s typically performed by
a review tool of a second resolution and of a second
throughput. The first resolution 1s lower (coarser) than the
second resolution and the first throughput 1s higher than the
second throughput.

Accordingly—the volume of the mspection data provided
by the mspection tool thus far exceeds the volume of review
data provided by the review tool. This 1s retlected also 1n the
area which 1s covered by each one of the inspection tool and
the review tool. Typically inspection provides full/high
coverage ol waler area while review 1s limited to specific
regions around locations of interest.

It 1s noted that the inspection tool and the review tool are
non-limiting examples of two evaluation tools that differ
from each other by resolution and may also difler by
throughput. The first tool may generate 1mages that may be
referred to as first tool 1mages. The second tool may generate
images that may be referred to as second tool images.
Second tool 1images may be, for example, SEM 1mages,
STEM 1mages, TEM 1mages, 1on beam 1mages and the like.

A device such as a filtering and processing device may be
arranged to receive an abundance of alarm information
generated by the first tool and filter 1t with the use of
information obtained from the second tool or from another
source of mmformation such as a design data. FIG. 10
illustrates a first tool 210", second tool 220", network 240,
ADC 230 and device 200 that includes memory unit 201 and
a processor 202 according to an embodiment of the inven-
tion. FI1G. 10 differs from FIG. 7A by having first tool 210’
and second tool 220" mnstead of ispection tool 210 and
review tool 220 respectively. The first tool 210" provides
information about an object at a lower resolution and higher
throughput than the information provided by the second tool
220" about the object. Any one of FIGS. 7B-7E may be
amended accordingly by replacing inspection tool 210 and
review tool 220 or an mspection and review tool by first tool
210" and second tool 220" or a first and second tool.

The invention may also be implemented 1n a computer
program for running on a computer system, at least includ-
ing code portions for performing steps of a method accord-
ing to the mnvention when run on a programmable apparatus,
such as a computer system or enabling a programmable
apparatus to perform functions of a device or system accord-
ing to the mvention. The computer program may cause the
storage system to allocate disk drives to disk drive groups.

A computer program 1s a list of instructions such as a
particular application program and/or an operating system.
The computer program may for instance include one or more
ol: a subroutine, a function, a procedure, an object method,
an object implementation, an executable application, an
applet, a servlet, a source code, an object code, a shared

e




US 10,049,441 B2

21

library/dynamic load library and/or other sequence of
instructions designed for execution on a computer system.

The computer program may be stored internally on a
non-transitory computer readable medium. All or some of
the computer program may be provided on computer read-
able media permanently, removably or remotely coupled to
an nformation processing system. The computer readable
media may include, for example and without limitation, any
number of the following: magnetic storage media including,
disk and tape storage media; optical storage media such as
compact disk media (e.g., CD-ROM, CD-R, etc.) and digital
video disk storage media; nonvolatile memory storage
media including semiconductor-based memory units such as
FLASH memory, EEPROM, EPROM, ROM; ferromagnetic
digital memories; MRAM; volatile storage media including
registers, bullers or caches, main memory, RAM, efc.

A computer process typically includes an executing (run-
ning) program or portion of a program, current program
values and state mnformation, and the resources used by the
operating system to manage the execution of the process. An
operating system (OS) 1s the software that manages the
sharing of the resources of a computer and provides pro-
grammers with an interface used to access those resources.
An operating system processes system data and user input,
and responds by allocating and managing tasks and internal
system resources as a service to users and programs of the
system.

The computer system may for instance include at least
one processing unit, associated memory and a number of
iput/output (I/0) devices. When executing the computer
program, the computer system processes information
according to the computer program and produces resultant
output information via I/O devices.

FIG. 11 illustrates a diagrammatic representation of a
machine 1 the exemplary form of a computer system 1100
within which a set of instructions, for causing the machine
to perform any one or more of the methodologies discussed
herein, may be executed. In alternative implementations, the
machine may be connected (e.g., networked) to other
machines 1n a LAN, an intranet, an extranet, or the Internet.
The machine may operate in the capacity of a server or a
client machine 1n client-server network environment, or as a
peer machine 1n a peer-to-peer (or distributed) network
environment. The machine may be a personal computer
(PC), a tablet PC, a set-top box (STB), a Personal Digital
Assistant (PDA), a cellular telephone, a web appliance, a
server, a network router, switch or bridge, or any machine
capable of executing a set of instructions (sequential or
otherwise) that specily actions to be taken by that machine.
Further, while only a single machine is illustrated, the term
“machine” shall also be taken to include any collection of
machines that individually or jointly execute a set (or
multiple sets) of instructions to perform any one or more of
the methodologies discussed herein.

The exemplary computer system 1100 includes a process-
ing device (processor) 1102, a main memory 1104 (e.g.,
read-only memory (ROM), flash memory, dynamic random
access memory (DRAM) such as synchronous DRAM
(SDRAM) or Rambus DRAM (RDRAM), etc.), a static
memory 1106 (e.g., flash memory, static random access
memory (SRAM), etc.), and a data storage device 1116,
which communicate with each other via a bus 1108. Pro-
cessor 1102 represents one or more general-purpose pro-
cessing devices such as a microprocessor, central processing
unit, or the like. More particularly, the processor 1102 may
be a complex instruction set computing (CISC) micropro-
cessor, reduced struction set computing (RISC) micropro-
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cessor, very long instruction word (VLIW) microprocessor,
or a processor implementing other instruction sets or pro-
cessors implementing a combination of instruction sets. The
processor 1102 may also be one or more special-purpose
processing devices such as an application specific integrated
circuit (ASIC), a field programmable gate array (FPGA), a
digital signal processor (DSP), network processor, or the
like. The processor 1102 1s configured to execute instruc-
tions 1126 for performing the operations and blocks dis-
cussed herein.

The computer system 1100 may further include a network
interface device 1122. The computer system 1100 also may
include a video display unit 1110 (e.g., a liquid crystal
display (LCD), a cathode ray tube (CRT), or a touch screen),
an alphanumeric mput device 1112 (e.g., a keyboard), a
cursor control device 1114 (e.g., a mouse), and a signal
generation device 1120 (e.g., a speaker).

The data storage device 1116 may include a computer-
readable storage medium 1124 on which 1s stored one or
more sets of instructions 1126 (e.g., components of content
sharing platform 120) embodying any one or more of the
methodologies or functions described herein. The nstruc-
tions 1126 may also reside, completely or at least partially,
within the main memory 1104 and/or within the processor
1102 during execution thereot by the computer system 1100,
the main memory 1104 and the processor 1102 also consti-
tuting computer-readable storage media. The instructions
1126 may further be transmitted or received over a network
1124 via the network interface device 1122.

While the computer-readable storage medium 1124 1s
shown 1n an exemplary implementation to be a single
medium, the term “computer-readable storage medium”™
should be taken to include a single medium or multiple
media (e.g., a centralized or distributed database, and/or
associated caches and servers) that store the one or more sets
of 1nstructions. The term “computer-readable storage
medium™ shall also be taken to include any medium that 1s
capable of storing, encoding or carrying a set of istructions
for execution by the machine and that cause the machine to
perform any one or more of the methodologies of the present
disclosure. The term “computer-readable storage medium”™
shall accordingly be taken to include, but not be limited to,
solid-state memories, optical media, and magnetic media.

In the foregoing specification, the invention has been
described with reference to specific examples of embodi-
ments of the invention. It will, however, be evident that
vartous modifications and changes may be made therein
without departing from the broader spirit and scope of the
invention as set forth i the appended claims.

Moreover, the terms “front,” “back,” “top,” “bottom,”
“over,” “under” and the like 1n the description and 1n the
claims, 1f any, are used for descriptive purposes and not
necessarily for describing permanent relative positions. It 1s
understood that the terms so used are interchangeable under
appropriate circumstances such that the embodiments of the
invention described herein are, for example, capable of
operation 1n other orientations than those illustrated or
otherwise described herein.

The connections as discussed herein may be any type of
connection suitable to transier signals from or to the respec-
tive nodes, units or devices, for example via intermediate
devices. Accordingly, unless implied or stated otherwise, the
connections may for example be direct connections or
indirect connections. The connections may be illustrated or
described 1n reference to being a single connection, a
plurality of connections, unidirectional connections, or bidi-
rectional connections. However, different embodiments may
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vary the implementation of the connections. For example,
separate unidirectional connections may be used rather than
bidirectional connections and vice versa. Also, plurality of
connections may be replaced with a single connection that
transiers multiple signals serially or 1n a time multiplexed
manner. Likewise, single connections carrying multiple sig-
nals may be separated out into various diflerent connections
carrying subsets of these signals. Therefore, many options
exist for transierring signals.

Although specific conductivity types or polarity of poten-
tials have been described 1n the examples, 1t will be appre-
ciated that conductivity types and polarities of potentials
may be reversed.

Each signal described herein may be designed as positive
or negative logic. In the case of a negative logic signal, the
signal 1s active low where the logically true state corre-
sponds to a logic level zero. In the case of a positive logic
signal, the signal 1s active high where the logically true state
corresponds to a logic level one. Note that any of the signals
described herein may be designed as either negative or
positive logic signals. Therefore, 1n alternate embodiments,
those signals described as positive logic signals may be
implemented as negative logic signals, and those signals
described as negative logic signals may be implemented as
positive logic signals.

Furthermore, the terms “assert” or “set” and “negate” (or
“deassert” or “clear”) are used herein when referring to the
rendering of a signal, status bit, or similar apparatus into its
logically true or logically false state, respectively. If the
logically true state 1s a logic level one, the logically false
state 15 a logic level zero. And 11 the logically true state 1s a
logic level zero, the logically false state 1s a logic level one.

Those skilled 1n the art will recognize that the boundaries
between logic blocks are merely 1llustrative and that alter-
native embodiments may merge logic blocks or circuit
clements or impose an alternate decomposition of function-
ality upon various logic blocks or circuit elements. Thus, 1t
1s to be understood that the architectures depicted herein are
merely exemplary, and that 1n fact many other architectures
may be implemented which achieve the same functionality.

Any arrangement of components to achieve the same
functionality 1s effectively “associated” such that the desired
functionality 1s achieved. Hence, any two components
herein combined to achieve a particular functionality may be
seen as “associated with” each other such that the desired
functionality 1s achieved, irrespective of architectures or
intermedial components. Likewise, any two components so
associated can also be viewed as being “operably con-
nected,” or “operably coupled,” to each other to achieve the
desired functionality.

Furthermore, those skilled in the art will recognize that
boundaries between the above described operations merely
illustrative. The multiple operations may be combined into
a single operation, a single operation may be distributed 1n
additional operations and operations may be executed at
least partially overlapping in time. Moreover, alternative
embodiments may include multiple instances of a particular
operation, and the order of operations may be altered 1n
various other embodiments.

Also for example, in one embodiment, the illustrated
examples may be implemented as circuitry located on a
single itegrated circuit or within a same device. Alterna-
tively, the examples may be implemented as any number of
separate integrated circuits or separate devices intercon-
nected with each other 1n a suitable manner.

Also for example, the examples, or portions thereof, may
implemented as soift or code representations of physical
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circuitry or of logical representations convertible into physi-
cal circuitry, such as 1n a hardware description language of
any appropriate type.

Also, the 1invention 1s not limited to physical devices or
units implemented in non-programmable hardware but can
also be applied in programmable devices or units able to
perform the desired device functions by operating 1n accor-
dance with suitable program code, such as mainframes,
minicomputers, servers, workstations, personal computers,
notepads, personal digital assistants, electronic games, auto-
motive and other embedded systems, cell phones and vari-
ous other wireless devices, commonly denoted 1n this appli-
cation as ‘computer systems’.

However, other modifications, variations and alternatives
are also possible. The specifications and drawings are,
accordingly, to be regarded 1n an illustrative rather than 1n a
restrictive sense.

In the claims, any reference signs placed between paren-
theses shall not be construed as limiting the claim. The word
‘comprising’ does not exclude the presence of other ele-
ments or steps then those listed in a claim. Furthermore, the
terms “a” or “an,” as used herein, are defined as one or more
than one. Also, the use of introductory phrases such as “at
least one” and “one or more” 1n the claims should not be
construed to mmply that the introduction of another claim
clement by the indefinite articles “a” or “an” limits any
particular claim containing such introduced claim element to
inventions containing only one such element, even when the
same claim includes the mtroductory phrases “one or more”
or “at least one” and indefinite articles such as “a” or “an.”
The same holds true for the use of definite articles. Unless
stated otherwise, terms such as “first” and “second” are used
to arbitrarily distinguish between the elements such terms
describe. Thus, these terms are not necessarily intended to
indicate temporal or other prioritization of such elements.
The mere fact that certain measures are recited 1n mutually
different claims does not indicate that a combination of these
measures cannot be used to advantage.

While certain features of the invention have been 1llus-
trated and described herein, many modifications, substitu-
tions, changes, and equivalents will now occur to those of
ordinary skill 1n the art. It 1s, therefore, to be understood that
the appended claims are intended to cover all such modifi-
cations and changes as fall within the true spirit of the
invention.

We claim:

1. A method comprising:

obtaining defect candidate information of a group of

defect candidates, wherein the defect candidate infor-
mation comprises values of attributes for each defect
candidate of the group of defect candidates;

selecting, by a processing device, a sub-group of defect

candidates from the group of defect candidates to be
analyzed 1n a first iteration of a semiconductor defect
classification operation, the sub-group of defect candi-
dates being selected based on the values of attributes of
defect candidates that belong to the selected sub-group;
receiving classification results of the selected sub-group
of defect candidates from the first iteration of the
semiconductor defect classification operation;
selecting an additional sub-group from the group of defect
candidates to be analyzed 1n a second iteration of the
semiconductor defect classification operation, the addi-
tional sub-group of defect candidates being selected
based on the values of attributes of defect candidates
that belong to the additional selected sub-group and
classification results of the sub-group that were previ-
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ously recerved from the first iteration of the semicon-
ductor defect classification operation; and

receiving classification results of the selected additional

sub-group of defect candidates from the second itera-
tion of the semiconductor defect classification opera-
tion.

2. The method of claim 1, further comprising;:

transmitting, to a defect classifier, information of the

selected sub-group of defect candidates, wherein the
receiving ol the classification results of the selected
sub-group of defect candidates 1s from the defect
classifier and 1s based on defect candidate information
of each defect candidate of the selected sub-group of
defect candidates.

3. The method of claim 1, wherein the obtaiming of the
defect candidate information comprises receiving the defect
candidate information from an optical inspection tool.

4. The method of claim 1, wherein the receiving of the
classification results of the selected sub-group of defect
candidates comprises classilying the selected sub-group of
defect candidates based on an automatic defect classifica-
tion.

5. The method of claim 1, turther comprising;:

receiving review results from an inspection and review

tool associated with the obtaining of the defect candi-
date information.

6. The method of claim 1, further comprising:

receiving review results from a review tool that comprises

an automatic defect classifier providing the classifica-
tion results and a device performing the selecting of the
sub-group ol defect candidates.

7. The method of claim 1 wherein the receiving of the
classification results of the selected sub-group of defect
candidates comprises:

imaging the defect candidates of the selected sub-group

by a charged particle beam to generate charged particle
images; and

processing the charged particle 1mages by a defect clas-

sifier to provide the selected sub-group classification
results.

8. The method of claim 1, wherein subsequent iterations
of the the semiconductor defect classification operation until
a fulfilling of a stop condition that corresponds to receiving
classification results having a purity level that exceeds a
purity threshold.

9. The method of claim 8, turther comprising;:

obtaining one or more 1mages of each defect candidate of

cach selected sub-group, wherein the stop condition 1s
fulfilled when a threshold number of 1mages corre-
sponding to a particular defect type have been obtained.

10. A system comprising:

a memory; and

a processing device coupled with the memory to:

obtain defect candidate information of a group of detect

candidates, wherein the defect candidate information
comprises values of attributes for each defect candidate
of the group of defect candidates;

select a sub-group of defect candidates from the group of

defect candidates to be analyzed 1n a first iteration of a
semiconductor defect classification operation, the sub-
group ol defect candidates being selected based on the
values of attributes of defect candidates that belong to
the selected sub-group;

receive classification results of the selected sub-group of

defect candidates from the first iteration of the semi-
conductor defect classification operation;
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select an additional sub-group from the group of defect
candidates to be analyzed in a second iteration of the
semiconductor defect classification operation, the addi-
tional sub-group of defect candidates being selected
based on the values of attributes of defect candidates
that belong to the additional selected sub-group and
classification results of the sub-group that were previ-
ously received from the first iteration of the semicon-
ductor defect classification operation; and

receive classification results of the selected additional

sub-group ol defect candidates from the second 1tera-
tion of the semiconductor defect classification opera-
tion.

11. The system of claim 10, wherein the processing device
1s further to:

transmit, to a defect classifier, information of the selected

sub-group ol defect candidates, wherein the receiving
of the classification results of the selected sub-group of
defect candidates 1s from the defect classifier and 1s
based on defect candidate information of each defect
candidate of the selected sub-group of defect candi-
dates.

12. The system of claim 10, wherein to obtain the defect
candidate information, the processing device i1s further to
receive the defect candidate information from an optical
inspection tool.

13. The system of claim 10, wherein to receive the
classification results of the selected sub-group of defect
candidates, the processing device 1s further to classity the
selected sub-group of defect candidates based on an auto-
matic defect classification.

14. The system of claim 10, wherein the processing device
1s Turther to:

recerve review results from an inspection and review tool

associated with the obtaining of the defect candidate
information.

15. A non-transitory computer readable medium compris-
ing instructions that, when executed by a processing device,
cause the processing device to:

obtain defect candidate information of a group of defect

candidates, wherein the defect candidate information
comprises values of attributes for each defect candidate
of the group of defect candidates;

select a sub-group of defect candidates from the group of

defect candidates to be analyzed 1n a first iteration of a
semiconductor defect classification operation, the sub-
group ol defect candidates being selected based on the
values of attributes of defect candidates that belong to
the selected sub-group;

recerve classification results of the selected sub-group of

defect candidates from the first iteration of the semi-
conductor defect classification operation;

select an additional sub-group from the group of defect

candidates to be analyzed in a second iteration of the
semiconductor defect classification operation, the addi-
tional sub-group of defect candidates being selected
based on the values of attributes of defect candidates
that belong to the additional selected sub-group and
classification results of the sub-group that were previ-
ously received from the first iteration of the semicon-
ductor defect classification operation; and
receive classification results of the selected additional
sub-group of defect candidates from the second
iteration of the semiconductor defect classification
operation.

16. The non-transitory computer readable medium of

claim 15, wherein the processing device 1s further to:
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transmit, to a defect classifier, information of the selected
sub-group of defect candidates, wherein the receiving
of the classification results of the selected sub-group of
defect candidates 1s from the defect classifier and 1s
based on defect candidate information of each defect 5
candidate of the selected sub-group of defect candi-
dates.

17. The non-transitory computer readable medium of
claim 15, wherein to obtain the defect candidate informa-
tion, the processing device 1s to receive the defect candidate 10
information from an optical 1nspection tool.

18. The non-transitory computer readable medium of
claim 15, wherein to receive the classification results of the
selected sub-group of defect candidates, the processing
device 1s further to classify the selected sub-group of defect 15
candidates based on an automatic defect classification.

19. The non-transitory computer readable medium of
claim 15, wherein the processing device 1s further to:

receive review results from an mspection and review tool

associated with the obtaining of the defect candidate 20
information.
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