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METHOD FOR CONFIGURING NETWORK

ELEMENTS TO DELEGATE CONTROL OF

PACKET FLOWS IN A COMMUNICATION
NETWORK

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application 1s a national phase under 35 U.S.C. § 371
of PCT International Application No. PCT/EP2014/075045
which has an International filing date of Nov. 19, 2014,
which claims priority to Furopean patent application number
EP 13196829.9 filed Dec. 12, 2013, the entire contents of

cach of which are hereby 1nc0rp0rated by reference.

BACKGROUND

The present ivention 1s situated 1n the field of commu-
nication network and more particularly relates to a method
and apparatus for providing control 1n a communication
network.

In a communication network, there 1s a need to control the
packet tlows between the elements and devices of the
network. Software Defined Networks (SDN) describe a
network-control architecture in which complex network
functions (e.g. path calculation, topology database mainte-
nance) previously implemented in proprietary operating
systems of geographically distributed routers and switches
are shifted to a centralized controller, leaving the router or
switch as a simple forwarding element which can be realized
on commodity hardware and which can be programmed via
an open 1nterface by the centralized controller, here central-
1zed SDN controller. The drawback of this architecture 1s
that tasks previously handled locally by routers and switches
now require interaction between network elements and the
centralized controller thereby burdening the control network
with messaging not interesting for intermediate nodes.

SUMMARY

The present invention aims to improve control in a
communication network, 1n particular to improve the control
of packets flows between the devices of the communication
network (e.g. controller, router, switches, network ele-
ments).

The objective of the present invention i1s achieved by a
method for providing control 1n a communication network.
The communication network comprises one or more net-
work elements. Preferably, the communication network
comprises a first network element and one or more second
network elements. Each network element comprises a
switch and a local controller. Furthermore, the communica-
tion network comprises a centralized controller. The method
for providing control 1n the communication network com-
prises configuring the switch of the first network element of
the communication network and configuring the local con-
troller of the first network element. The switch and the local
controller of the first network element are configured by
means of one or more configuration messages received from
the centralized controller. The method for providing control
in the communication network comprises furthermore con-

trolling one or more packet tlows between one or more of the
switch of the first network element, the local controller of
the first network element, the centralized controller and one
or more of the one of more second network elements based
on the configuration of the switch and of the local controller
of the first network element.
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The objective of the present invention 1s further achieved
by a first network element comprising a switch and a local
controller. The switch and the local controller are adapted to
receive configuration messages from a centralized controller
and adapted to control one or more packet flows between
one or more of the switch of the first network element, the
local controller of the first network element, the centralized
controller and one or more second network elements based
on the configuration of the switch and of the local controller
of the first network element.

The devices, components and elements of the communi-
cation network might be implemented in any suitable man-
ner as hardware, 1 particular programmable hardware,
software or combination thereol. The features “devices”,
“components” and “elements” without further specification
might be used likewise.

In particular, the local controller may be implemented as
a single unit, a stand-alone device, or within a database,
integrated 1n a computer and/or within a computer network.
The local controller may be implemented through the use of
hardware, software and/or hardware capable of executing
soltware 1n association with appropriate soitware.

More specifically, the local controller can be comprised or
implemented by circuit-based processes, including possible
implementation as a single integrated circuit, such as an
ASIC (=Application Specific Integrated Circuit) or such as
an FPGA (=Field Programmable Gate Array), a multi-chip
module, a single card, or a multi-card circuit pack. The
functions of the local controller may be implemented as
processing blocks 1n a software program. Such software may
be employed 1n a digital signal processor, micro-controller,
or general-purpose computer implemented as a single device
or integrated 1n a computer network.

The local controller may comprise program code embod-
ied 1 tangible media, such as magnetic recording media,
optical recording media, solid state memory, floppy dis-
kettes, CD-ROMs, hard drives, or any other machine-read-
able storage medium, wherein, when the program code 1s
loaded into and executed in the local controller, the local
controller becomes an apparatus used for practicing the
ivention.

In particular, for executing the present invention a com-
puter program product 1s used which 1s adapted to execute
the method of one of the claims 1 to 14, when executed on
a computer, which 1s 1n particular a computer of the local
controller.

Further features and advantages of the present invention
are described 1n preferred embodiments as generally
described in the following and illustrated below with regard
to the figures 1n an exemplary way 1n the detailed descrip-
tion. It will be readily understood that the features and
embodiments of the present invention, as generally
described herein and 1illustrated in the figures 1n the follow-
ing, may be arranged and designed in a wide variety of
different configurations. Thus, the following general
description and detailed description of the embodiments of
a method and apparatus as represented in the attached
figures, 1s not intended to limait the scope of the invention as
claimed, but 1s merely representative of preferred embodi-
ments of the invention.

The features, structures, or characteristics of the invention
described throughout this specification may be combined 1n
any suitable manner in one or more embodiments. For
example, the usage of the phrases “preferred embodiments”,
“some embodiments™, or other similar language, throughout
this specification refers to the fact that a particular feature,
structure, or characteristic described in connection with the
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embodiment may be included 1n at least one embodiment of
the present invention. Thus, appearances of the phrases
“preferred embodiments”, “in some embodiments”, “in
other embodiments”, or other similar language, throughout
this specification do not necessarily all refer to the same
group ol embodiments, and the described features, struc-
tures, or characteristics may be combined in any suitable
manner 1n one or more embodiments.

Furthermore, what 1s described throughout the description
in the context of “packets” applies similarly to “one” packet
accordingly, for example 11 in the description the forwarding
ol packets 1s described, the embodiment of forwarding one
packet 1s also disclosed analogously.

Thus, the {features described within one embodiment
might be implemented 1n any suitable manner within one or
more embodiments. In particular, the term “and/or” used to
combine features of two or more embodiments 1s to be
understood that a preferred embodiment might include the
features which are linked by the term “and/or” in combina-
tion or only the first feature/feature group or only the second
or following {feature/group of features of the alternative
enumeration. Similarly, the features of preferred embodi-
ments might be combined, thereby forming further preferred
embodiments.

In a preferred embodiment, the configuration of the local
controller 1s made by configuration messages from the
centralized controller. This means the operator of the cen-
tralized controller can configure the local controller by
means of configuration messages sent from the centralized
controller to the local controller. In a preferred embodiment,
the configuration messages are exchanged between the cen-
tralized controller and the network element comprising the
switch and the local controller. This means configuration
messages are sent from the centralized controller to the
network element and thus to the switch and possibly for-
warded to the local controller. Furthermore, configuration
response messages might be sent from the network element,
or more precisely from the switch and/or from the local
controller back to the centralized controller. By the configu-
ration response messages, the device, 1.e. switch and/or local
controller which 1s configured by the configuration mes-
sages, gives feedback to the centralized controller, such as
successiul or unsuccessiul configuration or request for miss-
ing configuration data or request for data concerning net-
work state which may be stored 1n a local database 1n case
the local controller has functions for administering network
state or back-sending of requested configuration data.

In a preferred embodiment, the configuration of the local
controller via configuration messages from the centralized
controller 1s done by programming the local controller via
configuration messages exchanged between the centralized
controller and the network element. As will be described 1n
more detail below, the configuration messages are sent to the
network element and are within the network element further
processed for the configuration of the switch and possibly
and 1n particular of the local controller. Preferably, the
interface over which the configuration messages of the
switch are exchanged with the centralized controller and the
interface over which the configuration messages of the local
controller are exchanged with the centralized controller 1s
the same interface. This means the configuration messages
via which the switch 1s programmed, 1.e. configured, and the
configuration messages via which the local controller is
programmed, 1.e. configured, are sent over the same inter-
face between the centralized controller and the network
clement comprising the switch and the local controller.
Preferably, the physical port of the network element over
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which the configuration messages for the switch 1s sent 1s the
same port of the network element over which the configu-
ration messages for the local controller 1s sent. In this case,
the port address of the port of the network element over
which the configuration messages are received by the net-
work element 1s the same port address as of the port of the
network element over which the configuration messages for
the local controller are received by the network element,
because the port and thus the port address 1s the same. This
means, the configuration messages for the switch and the
configuration messages for the local controller are received
at the same port of the network element.

It 1s to noted that throughout the present application, the
feature “port” refers to a physical port and the feature
“sub-address” refers to a logical port.

In a preferred embodiment, the configuration messages
for configuring, 1.e. programming, the local controller are
received from the centralized controller at the switch of the
network element and forwarded by the switch to the local
controller.

In a preferred embodiment, the configuration messages
and further packet flows may be sent over different ports
and/or over different connections.

In a preferred embodiment, the configuration messages
tor the switch and for the local controller can be received via
a separate control network. Preferably, the control network
1s independent from the data network. Preferably, the control
network 1s defined as a network over which the configura-
tion messages are exchanged between the centralized and
the switch and the local controller. Preferably, the data
network 1s defined as the network over which further data
flows or packet tlows are exchanged or transported.

In a preferred embodiment, for the configuration of the
local controller of the first network element, the switch of
the first network element receives one or more configuration
messages from the centralized controller and forwards the
configuration messages to the local controller of the first
network element.

Preferably, the configuration messages which are sent to
the network element which comprises the switch and the
local controller include the address of the network element
and further the sub-address of the switch alone, if the
configuration messages are used for the switch. Preferably,
the configuration messages which are sent to the network
clement include the address of the network element and
further the sub-address of the local controller, in case the
configuration messages are used for configuration of the
local controller.

In a preferred embodiment, the configuration messages
comprise the address of the network element as outer
address indication, for example outer label and the address
of the switch or of the local controller as inner address
indication, for example inner label, for example sub-address.

In a preferred embodiment, the configuration messages
comprise the sub-address of the switch only in case the
configuration messages are used for configuring the switch.
In case, the configuration messages are used for configura-
tion of the local controller, the configuration messages
comprise beside the address of the network element as outer
address, the address only of the local controller as sub-
address.

Preferably, the configuration messages are received by the
switch which decides according to the addresses, preferably
more precisely sub-addresses, indicated in the messages, 1
the configuration messages are to be implemented at the
switch, 1.e. for configuration of the switch, or if the con-
figuration messages are to be mmplemented by the local
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controller, 1.e. for configuration of the local controller. In a
preferred embodiment, the configuration messages are for-
warded to the local controller, this means the configuration
messages sent from the centralized controller to the network
clement are forwarded via the switch to the local controller.
In another preferred embodiment, the configuration mes-
sages are received via a separate control network at another
port and forwarded to the switch or to the local controller
according to the sub-address of the switch or to the local
controller, respectively.

In a preferred embodiment, 1n a first step the switch 1s
configured by the centralized controller. In a preferred
embodiment, the sub-addresses of the switch and of the local
controller are known to the centralized controller by means
of standardization or by manuals or data sheets of equipment
vendors.

As 1n this case the configuration of the switch comprises
a rule which 1n preferred embodiments includes the address
of the local controller, the switch 1s adapted or configured to
forward data packets, in particular configuration messages,
to the local controller, because the switch 1s configured with
rules to forward configuration messages which carry the
sub-address of the local controller to the local controller.
Thereby, the centralized controller can address both switch
and local controller and the switch can be configured to
forward data packets, 1n particular configuration messages,
to the local controller, because the switch 1s configured with
rules to forward packets whose sub-address field matches
the sub-address of the local controller, to the local controller.

What 1s described herein in regard of the first network
clement, applies correspondingly to the second network
clements, which might also be configured by configuration
messages from the centralized controller and 1involved in the
control of packet tlows 1n the communication network as
described from the pomnt of view of the first network
clement.

In a preferred embodiment, the step of controlling the one
or more packet tlows between the centralized controller, the
switch of the first network element, the local controller of
the first network element and one or more second network
clements based on the configuration of the switch and of the
local controller comprises recerving packets of a packet tlow
of the one or more packet tlows at the switch of the first
network element, deciding at the switch of the first network
clement on the further forwarding of the packets of the
packet flow and forwarding the packets of the packet flow at
the switch.

In a preferred embodiment, similarly as for the configu-
ration messages, each packet which 1s sent to the switch
might preferably comprise the address of the network ele-
ment 1 which the switch 1s implemented as outer address
label and the address of the network element or device, e.g.
of the local controller to which the packet should be for-
warded by the switch as inner address label or sub-address.

In a preferred embodiment, similarly as for the configu-
ration messages, each packet which 1s sent to the switch
might preferably comprise the address of the centralized
controller as outer address label, preferably IP-address, and
the address of the centralized controller to which the packet
should be forwarded by the switch as inner address label or
sub-address, preferably logical port.

In a preferred embodiment, similarly as for the configu-
ration messages, each packet which 1s sent to the switch
might preferably comprise the address of the centralized
controller as outer address label and the address of the
protocol stack of the centralized controller to which the
packet should be forwarded by the switch, as inner address
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label, or sub-address. The protocol stack 1s the administra-
tive entity of the centralized controller in this context.

The address of the device to which the packet 1s to be
forwarded, might be implemented as sub-address and might
in particular be implemented as a software instance 1ndica-
tion. The address or the sub-address of a port might be the
logical port address 1n case the communication network 1s
implemented by logical addresses.

In a preferred embodiment, for controlling the one or
more packet tlows in the communication network, the
switch of the first network element receives packets of a
packet tlow of the one or more packet tlows. After receiving
the packets, the switch of the first network element decides
on the forwarding of the packets of the packet flow and
forwards the packets of the packet tlow according to the
decision.

In a preferred embodiment, the switch forwards the pack-
cts of the packet tlow to the centralized controller or to the
local controller or to one or more of the one or more second
network elements according to a result of the step of
deciding by the switch on the forwarding of the packets of
the packet tlow.

In a preferred embodiment, the decision of the switch of
the first network element on the forwarding of the packets of
a packet flow depends on the fact, whether the packet tlow
1s known or unknown to the switch according to the con-
figuration of the switch.

In a preferred embodiment, the packet flow 1s a known
packet tlow to the switch according to the configuration of
the switch. As the switch knows the packet flow, the switch
determines a target of the packets of the packet flow accord-
ing to the configuration of the switch for the forwarding of
the packets of the packet flow.

In a preferred embodiment, the packet flow 1s an unknown
packet flow to the switch according to the configuration of
the switch. As the switch does not know the packet tlow, the
switch sends one or more packets of the unknown packet
flow to the centralized controller or to the local controller
according to the configuration of the switch.

In a preferred embodiment, the switch 1s configured to
send one or more packets of a packet flow, which 1s
unknown to the switch, to the centralized controller for
deciding on the further forwarding of a packet flow
unknown to the switch. Accordingly, the switch sends one or
more packets of the unknown packet flow to the centralized
controller. The centralized controller determines a target of
the packets and 1ndicates the target of the packet flow to the
switch. The centralized controller might determine the target
of the packet flow based on a look-up table in which
addresses and rules are included for determiming the target
of packet flows. The centralized controller might indicate the
target of the packet flow by setting the target of the packet
flow 1n the header fields of one or more packets of the packet
flow, which have been sent to the centralized controller for
determining the target, and send the packets with the 1ndi-
cated target back to the switch. Alternatively, the central
controller might sent a message to the switch indicating the
target of the packet flow which has been sent to the cen-
tralized controller from the switch for determining the target
of the packet flow. The indication of the target of the packet
flow might in particular be a port address via which the
packet flow 1s to be forwarded by the switch. This applies in
particular in case the switch which does not know the packet
flow can not determine the port address from the packet tlow
for turther forwarding by 1tself. However, as the switch has
been informed of the port address for forwarding the packet
flow by the indication from the centralized controller, the
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switch now 1s able to forward the packet tlow and will
torward the packet flow accordingly.

In a preferred embodiment, the switch 1s configured to
send one or more packets of a packet flow, which 1s
unknown to the switch, to the local controller for deciding
on the further forwarding of a packet flow unknown to the
switch. Accordingly, the switch sends one or more packets
of the unknown packet tlow to the local controller. The local
controller determines a target of the packets and indicates
the target of the packet flow to the switch. The local
controller might determine the target of the packet tlow
based on a look-up table in which addresses and rules are
included for determining the target of packet flows. The
local controller might indicate the target of the packet tlow
by setting the target of the packet flow 1n the header fields
ol one or more packets of the packet flow, which have been
sent to the local controller for determining the target, and
send the packets with the indicated target back to the switch.
Alternatively, the local controller might sent a message to
the switch indicating the target of the packet flow which has
been sent to the local controller from the switch for deter-
mimng the target of the packet tlow. The indication of the
target of the packet tflow might in particular be a port address
via which the packet flow 1s to be forwarded by the switch.
This applies 1n particular 1n case the switch which does not
know the packet flow can not determine the port address
from the packet flow for further forwarding. However, as the
switch has been informed of the port address for forwarding
the packet flow by the indication from the local controller,
the switch now 1s able to forward the packet flow and will
forward the packet flow accordingly.

It 1s noted that according to the definition throughout this
specification, a packet tlow 1s unknown to the switch, 1f the
switch can not determine based on the header fields includ-
ing in preferred embodiments in particular e.g. the address
indicated 1n the packet tlow, which might be the address of
the receiver or possibly of the source, to which network
clement the packet tlow should be sent or via which port the
packet tlow 1s to be forwarded to a network element. In this
case, the switch 1s configured to send one or more packets
of the packet tlow to the centralized controller or to the local
controller. Although the switch 1s configured to sent one or
more packets of the packet flow to the centralized controller
or to the local controller 1n order to get an indication of the
target or port where to forward the packet tlow, the packet
flow 1s termed as unknown to the switch, because the
forwarding to the centralized or local controller 1s only the
default setting for determining of the target or port of the
packet flow which 1s without this indication unknown to the
switch. Therefore, packet flow 1s termed as unknown to the
switch.

In preferred embodiment, 11 throughout the present appli-
cation, the indication of the target 1s described with refer-
ence to the address indicated in the packet tlow, more
generally the target might be indicated by the header fields
included in the packets which are to be forwarded. The
header fields might comprise a combination of information,
¢.g. packet type or priority or application type and further
header fields as the skilled person will appreciate.

In a preferred embodiment, two packets with the same
target address can be forwarded to different ports dependent
on the prionty fields. The different ports might be different
physical and/or logical ports.

Furthermore, a packet flow 1s termed as unknown to the
switch, 1f the switch without the above indication of the
centralized or local controller can not determine where to
tforward the packet flow based on 1ts configuration, 1n
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particular based on 1ts look-up table. In contrast, a packet
flow 1s known to the switch, if the switch can determine
based on 1ts configuration, in particular based on its look-up
table, where to forward the packet flow. This determination
might be based on the indicated address 1n the packet tlow,
in particular the address of the network element to which the
packet tlow should be forwarded. Alternatively or in addi-
tion, the switch might determine from the source address,
where to forward a packet flow which 1s therefore known to
the switch. For example, the switch might be configured to
torward all packets of a particular sending network or of a
particular first network element from which the switch as
received the packet flow to a particular second network
clement. Alternatively or in addition, the switch might be
configured to forward packets of a particular application to
a particular network element. Alternatively or in addition,
the switch might be configured to forward packet flows with
a particular address or application to a particular output port
of the switch.

In a preferred embodiment, the method for controlling the
one or more packet flows comprises forwarding packets of
one or more of the one or more packet flows from the switch
of the first network element to one or more of the one or
more second network elements based on the configuration of
the switch and based on rules applied by the local controller
according to the configuration of the local controller. The
rules applied by the local controller according to the con-
figuration of the local controller might be data that the local
controller has received from the centralized controller for
the setting of parameters 1n the switch and/or derived from
topology information that the local controller has stored and
processed. Accordingly the local controller might set param-
cters 1n the switch for further forwarding.

In a preferred embodiment, for controlling the one or
more packet tlows, the packets of the packet tlow are
torwarded to the local controller. The local controller inter-
prets header fields 1n the received packets of the packet flow
based on rules according to the configuration of the local
controller. After interpreting the header fields of the packets,
the local controller forwards the packets.

In a preferred embodiment, for controlling the one or
more packet flows, the packets of the packet flow are
forwarded to the local controller. The local controller inter-
prets header fields 1n the received packets of the packet flow
and adapts, 1.e changes, the header fields according to the
configuration of the local controller. After adapting the
header fields of the packets, the local controller forwards the
packets according to the configuration of the local controller.

In a preferred embodiment, for controlling the one or
more packet tlows, the packets of the packet tlow are
torwarded to the local controller. The local controller inter-
prets header fields 1n the received packets of the packet flow
based on rules according to the configuration of the local
controller. After interpreting the header fields of the packets,
the local controller forwards the packets to 1ts internal
protocol stack for processing. Preferably, these packets are
destined for the local controller.

In a preferred embodiment, the step of controlling the one
or more packet tlows further comprises forwarding the
packets of the packet tlow to the local controller, interpreting
header fields 1n the received packets of the packet flow based
on rules according to the configuration of the local control-
ler, and forwarding the packets to its internal local protocol
stack, 1.e, of the local controller, for further processing,
thereby terminating the packets.

In a preferred embodiment, the local controller has a
packet/frame generator. By means of the packet/frame gen-
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erator, the local controller 1s able to generate new packets.
As will be explained in more detail i the following, the
local controller might be able to generate completely new
packets, to generate new header fields for existing packets
and/or to mterpret and possibly redefine the header fields of
the packets. Preferably, the local controller sends the new
packets to one or more of the one or more second network
clements.

In this context, it 1s to be noted that 11 throughout this
specification, the feature “packet” 1s used, the person skilled
in the art will appreciate that depending on the implemen-
tation instead of “packet”, the feature “frame” might be
addressed also. This means, istead or 1 addition of pro-
cessing packets, frames might be processed similarly
according to the implementation of the processing, for
example control, of packet flows, thus tlows of frames. Even
more generally, the teaching of the present invention might
be applicable on every level of the OSI reference model
(including packets, frames, segments etc.) In a preferred
embodiment, after interpreting header fields in the received
packets of the packet tflow based on rules according to the
configuration of the local controller, the local controller
generates new packets with new header fields by a packet/
frame generator of the local controller.

In a preferred embodiment, the local controller, 1n par-
ticular by means of the packet/frame generator of the local
controller, 1s configured to generate new header fields 1n any
way predefined by the configuration of the local controller.

The local controller might be configured to generate new
packets e.g. with a length for the source address with two
bytes shorter (e.g. only six bytes instead of eight bytes) and
also for the target address with two bytes shorter thus saving
4 bytes. This might apply 1n case six bytes are sutlicient for
defining all used source and target addresses, respectively.
The local controller might use the remaining 4 bytes for e.g.
extended type fields and/or to indicate a priority in the
header fields of the packets.

In a preferred embodiment, the local controller creates
one or more messages by means of the packet/frame gen-
erator and sends the one or more messages via the switch to
one or more of the one or more second network elements.

In preferred embodiments, the local controller, particu-
larly by means of the packet/frame generator, might create
messages by means of generated packets. The local control-
ler might create periodic messages to direct neighbours like
hello messages used by routing protocols. The local con-
troller might create link integrity checks, operation and/or
maintenance messages like trace, loopback and ping. The
local controller, in particular if the topology discovery is
delegated to network elements, and 11 the local controller 1s
configured for topology discovery processing, might create
link state protocol data units (LLSPs) used by routing proto-
cols.

In a preferred embodiment, the local controller might be
configured to maintain local state by storing state machines
and/or a table of learned MAC addresses, a database of
routing-protocol neighbours and/or a topology database.

In a preferred embodiment, the centralized controller
communicates with the switch of the first network element
and with the local controller of the first network element via
an 1nterface preserving the concept of open programmabil-
ity. Preferably, the interface 1s defined by the OpenFlow
protocol.

In a preferred embodiment, the local controller might be
suited for being configured 1n any way how the operator of
the network element wants to configure the local controller,
1.e. not restricted by vendor-specific implementation of
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pre-configuration. Similarly, the switch might be suited for
being configured 1n any way how the operator of the network
clement wants to configure the switch. The operator of the
network element comprising the switch and the local con-
troller 1s able to provide a complete configuration of the
switch, the local controller and thereby of the network
clement, without any restriction by vendor-specific imple-
mentation. In other words, 1n contrast to network elements,
such as routers or switches, which are pre-configured by the
vendor, e.g. retailer, of the network elements, and which
allow only configuration of predefined parameters, in the
present invention, the network elements, and such the
switch, router and local controller inside the network ele-
ments, are programmable in any way, without vendor-
specific restrictions, by the operator of the network elements
including the switch, router and local controller. This con-
cept of open programmability might be for example defined
by the Openflow protocol. Similarly, the operator of the
centralized controller which might be the same as the
operator of the local controller, might configure the switch
(or router) and the local controller 1n any way how he wants
to configure these devices.

Preferably, the configuration of the local controller can be
provided by the operator of the communication network in
any way how the operator wants to configure the local
controller, this means not restricted by limitations given by
the vendor of the local controller or of the network element
which comprises the local controller.

The interface between the centralized controller and the
network elements, and thus between the centralized control-
ler and the switch and/or between the centralized controller
and the local controller might be defined as Southbound
interface. The term Southbound interface might be used for
the imterface between the centralized controller and the
nodes being forwarding or network elements.

As a general remark, what 1s described herein 1n regard of
a switch applies correspondingly to a router in case the
network element instead or in addition of a switch comprises
a router.

In preferred embodiments, the packets of packet flows of
configuration messages and of further packet flows which
are sent from the centralized controller to the network
clement comprising the switch and the local controller are
received via the same interface between the centralized
controller and the network element, in particular via the
same port or ports. The packets of packet flows of configu-
ration messages and of further packet tlows sent from the
centralized controller to the network element might be
received on the same port or ports of the network element,
in particular on the same physical port or ports. The packets
of packet flows of configuration messages and of further
packet flows might be received on the same physical port,
but on different logical ports, 1.e. the packets of configura-
tion messages might be recerved on a logical port of the
network element different from the logical port or ports on
which the packets of further packet flows are received on the
network element. The packets of packet flows of configu-
ration messages and of further packets flows might be
received on the same physical and same logical port or ports.
The further packet flows 1n this context might be data tlows
or any packet flows which are sent from the centralized
controller to the network element, 1n particular packet tlows
which are controlled based on the configuration of the
switch and of the local controller. One example of such a
packet tlow 1s a packet flow which comprises the indication
of the target address of an unknown packet flow which the
switch has sent to the centralized controller for determina-
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tion of the target of the packet flow. The indication messages
sent from the centralized controller to the network element
including the switch might be recerved on the same port on
which the switch has received configuration messages from
the centralized controller, wherein the same port might be
the same physical and same logical port or the same physi-
cal, but different logical port as for the configuration mes-
sages. What 1s described above 1n regard of the port(s) of the
network element, might apply likewise in regard of the port
ol the centralized controller.

As the local controller 1s configured to provide control of
the data flows within the communication network as
described throughout the specification, the centralized con-
troller 1s deprived or relieved of much burden of control
processing to the extent the local controller 1s configured to
provide the control which without the local controller should
have to be processed by the centralized controller. For
example, without the local controller, the messages and data
packets which are processed by the local controller would
have to be exchanged between the centralized controller and
the network elements.

Furthermore, as the local controller 1s configured to
provide control of the data flows as described throughout
this specification, for the network elements such as switches
and routers, commodity hardware can be used. As the
centralized controller delegates control functions to the local
controller, the local controller provides control of the data or
packet tlows 1n cooperation with the centralized controller.
This allows the use of simple and thus cheap switches and
routers within the network elements. In order to express that
the network elements 1ncluding routers and switches have
quite restricted or even no control functions, but are merely
torwarding elements, the network elements might be termed
as forwarding elements.

Furthermore, it 1s to be underlined that the expression “the
local controller controls one or more packet flows™ 1s not to
be understood that the one or more packet flows are con-
trolled only by the local controller. This means that the
control of the one or more packet flows 1s not provided only
by the local controller, but the control of the one or more
packets tlows 1s provided in particular by both the central-
1zed controller and the local controller and further by the
switch or router as far as the have control functions accord-
ing to their configuration, for example deciding on the
torwarding of packet flows according to the configuration of
the switch or router. Thus, the extent of the control by the
local controller 1s disclosed 1n the claims and 1n exemplary
details described throughout the specification.

In a preferred embodiment, the communication network
might also comprise one or more second centralized con-
trollers which are implemented 1n addition to the described
centralized controller. The one or more second centralized
controller might be used as redundant centralized controllers
in case the above described centralized controller which 1n
this case would be the primary centralized controller fails.
Alternatively or in addition, one or more of the second
centralized controllers might be configured for defined par-
titions of the communication network or for a plurality of

communication networks which are in communication one
to another.

The communication network might also comprise appli-
cation elements implemented 1n hardware and/or software,
such as computers. The application elements might be
communication devices (telephone, video etc.). The inter-
face between a centralized controller and one or more
application elements might be defined as Northbound inter-
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face. The term Northbound interface might be used for the
interface between the centralized controller and applica-
tions.

In a preterred embodiment, the local controller might be
defined as “Satellite Controller”. In a preferred embodiment,
the communication network might be a “Software Defined
Network™ (SDN). In a preferred embodiment, a local con-
troller might be a satellite SDN controller (SSC) and a
centralized controller might be a centralized SDN controller
(CSC). The packets coming from the centralized SDN
controller or from the satellite SDN controller (1n particular
to the switch) might be defined as packet out and the
packets received by the centralized SDN controller or by the
satellite SDN controller (coming in particular from the
switch) might be defined as packet in according to the
OpenFlow specification.

In a preferred embodiment, a local controller might be
implemented 1n a modular manner comprising a plurality of
satellite controllers with different tasks within one network
clement. Preferably, each of the satellite controllers might be
addressed via one logical port different from the logical ports
of the other satellite controllers of the modularly imple-
mented local controller. Preferably, each of the satellite
controllers are connected to the same physical port and
addressed via the same logical port. Preferably, each of the
satellite controllers might be addressed via the same logical
port, 1f they are connected to different physical ports. Pret-
erably, each of the satellite controllers are connected to
different physical ports and addressed via the same logical
port. Preferably, each of the satellite controllers are con-
nected to diflerent physical ports and addressed via diflerent
logical ports.

In a preferred embodiment, a satellite controller might be
implemented 1n a modular manner comprising a plurality of
modules of the satellite controller with different tasks within
one network element. Preferably, each of the modules of the
satellite controller might be addressed via one logical port
different from the logical ports of the other modules of the
modularly implemented satellite controller. Preferably, each
of the modules are connected to the same physical port and
addressed via the same logical port. Preferably, each of the
modules might be addressed via the same logical port, i
they are connected to different physical ports. Preferably,
cach of the modules are connected to diflerent physical ports
and addressed via the same logical port. Preferably, each of
the modules are connected to different physical ports and
addressed via diflerent logical ports.

In a preferred embodiment, a local controller comprises a
plurality of modules within one network element, wherein
cach module of the plurality of the modules implements one
or more tasks different from the tasks implemented by the
other modules of the plurality of the modules, wherein each
of the modules 1s addressed via one logical port different
from the logical ports of the other modules. Preferably, each
of the modules are connected to the same physical port and
addressed via the same logical port. Preferably, each of the
modules might be addressed via the same logical port, i
they are connected to different physical ports. Preferably,
cach of the modules are connected to different physical ports
and addressed via the same logical port. Preferably, each of
the modules are connected to different physical ports and
addressed via diflerent logical ports.

In a preferred embodiment, a local controller might be
implemented 1n a virtual manner. A virtual or virtualized
local controller comprises a plurality of instances, in par-
ticular software instances, within one network element. Each
of the software 1nstances might implement one or more tasks
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different from the tasks of the other solftware instances.
Alternatively, one or more of the software 1nstances might
implement one or more same tasks. The software 1nstances
of the local controller might be controlled by a plurality of
administrators or operators of the network element, 1.e. by
different administrators or operators. Each administrator or
operator might control one or more of the software
instances. Each administrator or operator might control one
or more software instances different from the software
instances controlled by the other administrators or operators
of the plurality of administrators or operators. Preferably, the
communication network might be implemented as a “multi-
tenant network™ which 1s controlled by a plurality of admin-
istrators or operators.

In a preferred embodiment, a local controller comprises a
plurality of instances, in particular software instances,
within one network element, wherein each of the instances
of the local controller implements one or more tasks and
wherein each of the instances of the local controller 1s
controllable by one administrator of a plurality of adminis-
trators.

In a preferred embodiment, one or more local controllers
are shipped by equipment manufacturers with some basic
pre-configuration which later can be overwritten or deacti-
vated by the centralized controller. Preferably such pre-
configuration might comprise basic routing-protocol func-
tionality for the discovery of the control-network topology
and for the establishment of the communication channel
with the centralized controller. Preferably such pre-configu-
ration resides 1n some non-volatile memory, e.g. Eprom.

A network element might be termed also as a node of the
communication network.

The present invention allows the use of commodity hard-
ware for the network elements. Furthermore, as the network
clements, in particular the switches, routers and the local
controller are configurable 1n any way the operator of the
network elements and/or the operator of the centralized
controller, which might be the same operator, wants, this 1s
without vendor-specific restrictions, the present invention
allows the mtroduction of new protocols and this 1n particu-
lar by the definition of new packets formats, 1n particular by
the use of the packet/frame generator of the local controller.

BRIEF DESCRIPTION OF THE FIGURES

Features and advantages of the present invention will be
more completely understood by appreciating a detailed
illustrative description of embodiments, where

FIG. 1 depicts elements of a communication network and
steps of a method for providing control 1n a communication
network

FIG. 2 depicts elements of a communication network and
steps of a method for providing control in a communication
network

FIG. 3 depicts elements of a communication network and
steps of a method for providing control in a communication
network

FIG. 4 depicts elements of a communication network and
steps of a method for providing control 1n a communication
network

FIG. 5 depicts elements of a communication network and
steps of a method for providing control 1n a communication
network

FIG. 6 depicts elements of a communication network and
steps of a method for providing control 1n a communication
network
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FIG. 7 depicts elements of a communication network and
steps of a method for providing control 1n a communication
network

FIG. 8 depicts elements of a communication network and
steps of a method for providing control 1n a communication
network

DETAILED DESCRIPTION OF EMBODIMENTS

FIG. 1 depicts a part of a communication network 1, 1n
which for exemplary reasons some devices and elements are
depicted, which are in the following described in more
detail. The communication network 1 comprises network
elements 3, 7 and a centralized controller 5. The skilled
person will appreciate that the communication network 1
might comprise a plurality of the described devices and
clements and further components such as application ele-
ments which are not depicted. FIG. 1 depicts furthermore
steps for configuring the switch 4 and the local controller 2.

FIG. 1 depicts a first network element 3 and two second
network elements 7. The communication network 1 will
usually comprise a plurality of second network elements 7
which are not depicted. The inner implementation of a
network element 1s depicted for exemplary reasons in the
first network element 3. The second network elements 7
might have the same or equivalent inner implementation.
The first network element 3 comprises a switch 4 and a local
controller 2. Furthermore, the local controller 2 comprises a
packet/frame generator 8.

In order to implement the method to provide control 1n the
communication network 1, the switch 4 and the local con-
troller 2 of the first network element 3 are configured. Based
on the configuration of the switch 4 and of the local
controller 2 one or more packet flows between at least two
components, elements or devices of the communication
network 1 comprising the first network element 3, the switch
4 of the first network element 3, the local controller 2 of the
first network element 3, the centralized controller 5 and the
one or more second network elements 7 are controlled.

It 1s noted that corresponding configuring which 1s
described 1n regard of the first network element 3 might be
implemented for the second network elements 7. For con-
figuring the switch 4 of the first network element 3 of the
communication network 1 and the local controller 2 of the
first network element 3, the centralized controller 5 sends
one or more configuration messages to the first network
clement 3 which comprises the switch 4 and the local
controller 2.

Such as the packet tlows which are controlled by the
configuration of the switch 4 and of the local controller 2, the
configuration messages also are prelerably one or more
flows of packets. Therefore, the packets flows which are
processed 1n the communication network 1 might comprise
the configuration messages used to configure the switch 4
and the local controller 2 and further packet tlows such as
communication data (e-mail data, internet, telephone, tele-
vision, further data flows, in particular IP-flows). If the
packet flows which are explicitly used for the configuration
of the switch 4 and of the local controller 2 are referred to,
these tlows are termed as configuration messages. The term
packet flow as such refers to any packet flow which 1s
processed and controlled 1mn the communication network
according to the teaching of the present application.

The switch 4 of the first network element 3 receives (see
FIG. 1, reference sign 6a) one or more configuration mes-
sages from the centralized controller 5. In case the switch 4
determines that the configuration messages received (see
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FIG. 1 ref. s1gn, 6a) are destined for the configuration of the
switch 4, the switch 4 will implement configuration of the
switch 4 accordingly. In case the switch 4 determines that
the configuration messages received (see FIG. 1 ref. sign.
6a) are destined for the configuration of the local controller
2, the switch 4 forwards the configuration messages to the
local controller 2 (FIG. 1, ref. sign 6b). The switch 4 might
determine by the sub-address in the packets of the configu-
ration messages, 1f the configuration messages are destined
for the switch 4 or for the local controller 2. Preferably, a
first address 1indicated in the packet header 1s the address of
the network element 3 and a second address in the packet
header 1s the address of the switch 4, if the configuration
messages are destined for configuration of the switch 4. IT
the configuration messages are destined for configuration of
the local controller 2, the second address 1s the address of the
local controller 2. The second address might be a sub-
address or a software instance indication.

The implementation and processing ol addresses, sub-
addresses, software instance indications described in the
context of configuration messages might apply similarly for
any packet flows processed, in particular controlled, within
the communication network 1.

In case the switch 4 determines that the configuration
messages are destined for the configuration of the local
controller 2, the switch 4 forwards the configuration mes-
sages to the local controller 2 (FIG. 1, ref. sign 65). By
means of the configuration messages the local controller 2 1s
configured for controlling one or more packet flows between
one or more of the devices, elements and components of the
communication network 1 as described throughout this
specification.

Preferably, to implement the configuration of the switch 4
and of the local controller 2, the centralized controller §
might 1n a {first step send configuration messages for the
configuration of the switch 4 and 1n a second step for the
configuration of the local controller 2. The configuration
messages for the switch 4 might 1n particular comprise the
address of the local controller 2, so that if the switch 4
receives configuration messages for the local controller 2,
the switch 4 knows the address of the local controller 2 and
1s able to forward the configuration messages destined for
the local controller 2 to the local controller 2.

FIG. 2 illustrates steps of a method for controlling one or
more packet flows 1n the communication network 1. The
switch 4 of the first network element 3 receives packets of
a packet flow (FIG. 2, ref, sign 9a). The packet tlow might
come from one of the second network elements 7. In further
embodiments, the packet flow might come from the central-
1zed controller 5 or from the local controller 2. The switch
4 will decide on the forwarding of the packets of the packet
flow and will forward the packets of the packet tlow accord-
ingly.

If the switch 4 determines that the packets of the packet
flow are to be forwarded to the centralized controller 5, the
switch will forward the packets of the packet flow to the
centralized controller 5. Analogously, the switch 4 will
torward the packets to the local controller 2 or to one or
more of the second network elements 7, in case the switch
determines that the packets are destined for the local con-
troller 2 or for one or more of the second network elements
7, respectively.

The process of the decision of the switch 4 on the further
tforwarding of a recerved packet flow depends on whether
the switch 4 knows the received packet tlow or not. In other
words, to obtaining the target of the packet tlow, the switch
4 first determines, 11 the recerved packet flow 1s known to the
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switch 4 according to the configuration of the switch 4. The
switch 4 will preferably 1n particular determine by a look-up
table comprising addresses and targets of packet tlows, 11 the
switch 4 knows the target of the received packet tlow. In a
preferred embodiment, the switch 4 determines 1n particular
if the look-up table comprises a match between the header
fields and a rule configured into the switch 4 where to
forward the packet flow so that the switch 4 forwards the
packet flow accordingly. In a preferred embodiment, the
switch 4 determines 11 the look-up table comprises a match
between the header fields, including in particular the target
address of the received packet flow, and a rule configured
into the switch 4 where to forward the packet tlow so that the
switch 4 forwards the packet tlow accordingly. If the look-up
table does not comprise a matching rule for the header fields
of the received packet tlow, this means the switch 4 can not
determine where to forward the packet, a default configu-
ration 1s provided. Preferably, according to the default
configuration the packet i1s forwarded to the centralized
controller. Alternatively or in addition, according to the
default configuration, the packet 1s forwarded to the local
controller. Preterably, the packet can be discarded. Prefer-
ably, the packet can be forwarded to one or more predefined
physical and/or logical ports.

I1 the packet flow 1s a known packet tlow according to the
configuration of the switch 4, the switch 4 determines the
target of the packets of the packet flow according to the
configuration of the switch 4.

FIG. 3 1llustrates the forwarding of a particular known
packet tlow. The switch 4 receives packets of a packet flow
from one of the second network elements 7 (FI1G. 3, ref. sign
9b6). The switch 4 determines that the recerved packet tlow
1s known to the switch 4 and 1n particular that the packet
flow 1s to be forwarded to one or more second network
clements 7, preferably not the same second network ele-
ment, from which the packet flow 1s received, except the
situation that the packet tflow should be sent back to sender.
Accordingly, the packet tlow 1s received from one of the
second network elements 7 and forwarded by the switch to
one or more preferably different second network element(s)
7, 1.e. diflerent from the sending one (FIG. 3, ref. sign 9c¢).

In another exemplary embodiment depicted in FIG. 4, the
switch 4 receives a packet tlow (FIG. 4, ref. sign 94) and
determines that the received packet flow 1s known to the
switch 4 and that the target of the packet flow 1s the local
controller 2. Accordingly, the switch 4 forwards the packet
to the local controller 2 (FIG. 4, ref. sign 9e).

In yet another exemplary embodiment, also depicted 1n
FIG. 4, the switch 4 receives a packet tlow (FIG. 4, ref. sign
9/) and determines that the packet tlow 1s known to the
switch 4 and that the target of the packet flow 1s the
centralized controller 5. Thus, the switch 4 forwards the
packet flow to the centralized controller 5 (FIG. 4, ref. sign
99).

In another exemplary embodiment, the switch 4 receives
a packet flow which 1s unknown to the switch 4 according
to 1ts configuration. In this case, the switch 4 can not
determine by its configuration, in particular by 1ts look-up
table, for which network element or device the packet flow
1s destined. For example, the switch 4 receives a packet tlow
from one of the second network elements 7, but the address
indicated 1n the packets of the received packet tlow 1is
unknown to the switch 4. In particular, the look-up table of
the switch 4 does not comprise an entry of the address of the
received packet flow or no match of the indicated address
with a target. In this case, the switch 4 will determine the
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target of the packet flow with the help of either the central-
1zed controller 5 or the local controller 2.

In a preferred embodiment, the switch 4 receives a packet
flow (FIG. 3, ref. sign 9/2) and determines that the switch 4
does not know the packet flow according to 1ts configuration.
In this embodiment, the switch 4 1s configured to forward
packets of an unknown packet flow received by the switch
4 to the centralized controller 5. In other words, the con-
figuration of the switch 4, 1n particular the look-up table of
the switch 4 does not comprise the address of the network
clement or device to which the packet flow should be
torwarded. The look-up table does not even comprise a
match of the address of the network element with a target,
for example port of the switch 4, where to forward the packet
flow. Therefore, the switch 4 does not know the network
clement which 1s the addressed destined receiver of the
packet flow to which the packet flow should be finally sent
and the switch 4 does not even know via which port, here
output port of the switch, the packet flow should be for-
warded. Therefore, the packet tlow 1s unknown to the switch
4. The switch 4 forwards the unknown packet flow or one or
more packets of the unknown packet tflow to the centralized
controller 5 (FIG. §, ref. sign 9i). The centralized controller
5 determines the target of the packet flow and sends an
indication of the target of the packet flow back to the switch
4 (FIG. 5, ref. sign 97) which based on this indication 1is
informed of the target of the packet flow, 1.e. the switch 4
now knows the address which 1s indicated 1n the packets of
the packet flow as the target and forwards the packet flow to
the address which 1s now known to the switch 4. For
example, the switch 4 15 informed by the 1indication that the
packet flow 1s to be forwarded to one of the second network
clements 7 and accordingly forwards the packet tlow to the
indicated network element 7 (FIG. 5, ref. sign. 9%).

Preferably, in the atorementioned embodiment, for deter-
mimng the target of the unknown packet flow received by
the switch 4, the switch 4 might not send all packets of the
unknown packet tflow to the centralized controller 5, but the
switch 4 sends only one or more of the packets of the
received unknown packet flow to the centralized controller
5. The centralized controller 5 receives the one or more
packets of the packet flow unknown to the switch 4. The
centralized controller S determines the target of the packet
flow. The centralized controller 5 might determine the target
of the packet flow by a look-up table which comprises the
addresses of the network elements and devices of packet
flows.

The centralized controller 5 indicates the target of the
packet flow to the switch 4. Preferably, the centralized
controller 5 will indicate the target of the packet tlow 1n one
or more of the packets of the packet flow which have been
sent before from the switch 4 to the centralized controller 5
and send one or more of the packets with the indicated
address 1n a manner known to the switch 4 back to the switch
4. The indication of the target might be provided 1n that the
centralized controller 5 informs the switch of the address of
the packets so that the switch 4 knows to which network
clements, the address of the packet flow belongs, 1.e. where
to forward the packet flow, and can forward the packet flow
accordingly. In another implementation, the indication of the
target might be 1n particular the port address of the switch 4
via which the switch 4 will forward the packet flow. In this
case, the switch 4 might even not know, to which network
clement the packet tlow will be finally sent, but the switch
4 1s mformed to forward the packet tflow via the indicated
port of the switch 4 and will forward the packet flow
accordingly via the indicated port. In another implementa-
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tion, the indication of the target of the packet flow or of the
port of the switch 4 for forwarding of the packet flow 1s sent
from the centralized controller 5 to the switch 1n a message
which comprises this necessary forwarding information, in
particular port of the switch 4 for forwarding or information
of the network element to which the packet flow 1s to be
torwarded, for example by indicating a target address with
forwarding information as a supplement of the missing entry
in the look-up table of the switch 4.

In another preferred embodiment depicted 1n FIG. 6, the
switch 4 1s configured to send packets of a packet flow which
are unknown to the switch 4 to the local controller 2. In this
case, the target of the packets 1s determined and indicated by
the local controller 2. The switch 4 receives a packet flow
(FIG. 6, ref. sign. 9/) and determines that the packet flow 1s
unknown to the switch 4, because the configuration of the
switch 4, 1n particular the look-up table of the switch 4, does
not comprises the address of the network element (where to
forward the packet flow) indicated in the packets of the
packet flow received by the switch 4. Therefore, the switch
4 does not know the network element which 1s the addressed
destined receiver of the packet tlow to which the packet tlow
should be sent. Furthermore, the look-up table of the switch
4 does not even comprise a match of the indicated address
with a port of the switch 4 via which the packet tlow should
be forwarded. Therefore, the packet flow 1s unknown to the
switch 4. According to 1ts configuration, the switch 4 for-
wards the unknown packet tlow to the local controller 2
(FIG. 6, ref. sign 9m). The local controller 2 determines the
target of the packet flow and sends the indication of the
target of the packet tlow back to the switch 4 (FIG. 6, ref.
sign 97). Based on this indication the switch 4 1s informed
of the target of the packet flow, 1.¢. the switch 4 now knows
the address which is indicated 1n the packets of the packet
flow and forwards the packet flow accordingly. In this
example, the switch 1s now mnformed that the packet tlow
should be forwarded to one of the second network elements
7 and forwards the packet tlow accordingly (FIG. 6, ref. sign
90).

Preferably, in the aforementioned embodiment, for deter-
mining the target of the unknown packet flow received by
the switch 4, the switch 4 might not send all packets of the
unknown packet tlow to the local controller 2, but the switch
4 sends only one or more of the packets of the received
unknown packet flow to the local controller 2. The local
controller 2 receives the one or more packets of the packet
flow unknown to the switch 4. The local controller 2
determines the target of the packet flow. The local controller
2 might determine the target of the packet tlow by a look-up
table which comprises the addresses of the network elements
and devices of packet flows. The local controller 2 indicates
the target of the packet flow to the switch 4. Preferably, the
local controller 2 will indicate the target of the packet tlow
in one or more of the packets of the packet tlow which have
been sent before from the switch 4 to the local controller 2
and send one or more of the packets with the indicated
address back to the switch 4 1n a manner by which the switch
can determine the target address where to forward the packet
flow corresponding to the indicated address. The indication
of the target might be provided 1n that the local controller 2
informs the switch 4 of the address of the packets so that the
switch 4 knows to which network elements the address of
the packet tlow belongs and can forward the packet flow
accordingly. In another implementation, the indication of the
target might be in particular the port address of the switch 4
via which the switch 4 will forward the packet flow. In this
case, the switch 4 might even not know, to which network
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clement the packet flow will be finally sent, but the switch
4 1s informed to forward the packet tlow via the indicated
port of the switch 4 and will forward the packet flow
accordingly via the indicated port. In another implementa-
tion, the indication of the target of the packet tlow or of the
port of the switch for forwarding of the packet tlow 1s sent
from the local controller 2 to the switch 4 in a message
which comprises this necessary forwarding information, in
particular port of the switch for forwarding or information
indicating the network element corresponding to the target
address.

In preferred embodiments, the forwarding of packets 1s
based on the configuration of the switch 4 and based on rules
applied by the local controller 2 according to the configu-
ration of the local controller 2. In other words, 11 packets are
to be forwarded by the switch 4, the switch 4 will determine
the forwarding according to its configuration which 1s pro-
vided by the configuration messages received from the
centralized controller 5 as described above. Furthermore, 1n
preferred embodiments, the switch might apply rules on the
torwarding which are applied by the local controller 2 which
therefore 1s configured accordingly by configuration mes-
sages from the centralized controller 5. This means, the
configuration of the switch 4 and of the local controller 2 1s
provided by the centralized controller 5 by means of the
configuration messages. Then, 1f the switch 4 has to forward
a particular packet tlow, the switch 4 will determine the
forwarding based on the configuration of the switch 4 which
might be suflicient for determining the forwarding of a
particular packet flow. However, in other situations, the
configuration of the switch 4 which 1s provided by the
centralized controller 5 might indicate that for the forward-
ing of a particular packet tlow, rules from the local controller
2 might be applied 1n addition. For this reason, the local
controller 2 has been configured before-hands by the cen-
tralized controller 5 with said rules that the local controller
2 will apply on the processing of the forwarding of said
particular packet flow by the switch 4. It could be said, that
some detail configuration of the switch 4 1s provided by the
centralized controller 5 via the local controller 2 by means
of rules provided from the centralized controller 5 to the
local controller 2 for the detail configuration of the switch 4.
Therefore, the centralized controller 5 does not need to
provide the configuration of the switch 4 1n every detail, for
example with all topology information needed to determme
the forwarding of packet tflows, but 1s deprived of the burden
thereol. For example, the local controller 2 might be con-
figured to collect and store topology information of the
communication network 1. Based on the topology informa-
tion, the local controller 2 might send rules on the forward-
ing of packets to the switch 4. The local controller 2 for this
reason {irst determines rules for the forwarding of packet
flows based on the topology information stored at the local
controller 2. The local controller 2 then sends these forward-
ing rules to the switch 4 which will determine the forwarding
of particular packet flows by these forwarding rules pro-
vided from the local controller 2, as far as these forwarding
rules apply to these particular packet tlows.

In preferred embodiments, for controlling the one or more
packet flows packets of a packet flow are forwarded to the
local controller 2. The local controller 2 interprets header
fields 1n the received packets of the packet flow based on
rules according to the configuration of the local controller 2
and forwards the packets accordingly. The local controller 2
tor this reason can be configured to mterpret header fields 1n
any way the operator of the local controller 2 wants the local
controller 2 to interpret the header fields. For example, the
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local controller 2 might be configured to interpret the
address fields of packets in any way according to the
configuration of the operator. The local controller 2 can
therefore be configured to process any packet formats of
received packets, in particular according to any protocol.

Preferably, the local controller 2 can not only interpret
header fields of received packets, but the local controller 2
can also generate new header fields of the received packets.
Preferably, the local controller 1s configured to interpret
header fields of received packets and then generate new
header fields i1n the packets received. In the example
depicted 1n FIG. 7, the local controller 2 receives via the
switch 4 packets of a packet flow from one of the second
network elements 7 (FIG. 7, ref. sign. 9p). The local
controller 2 interprets the header fields of the received
packets and generates new packet header fields. Preferably,
the local controller 2 comprises a packet/frame generator 8.
By means of the packet/frame generator 8, the local con-
troller 2 1s able to generate new packets with new header
fields for packets to be sent. Typically, the local controller 2
calls the packet generator function with suitable parameters
to generate the desired header fields. The local controller 2
might be configured to generate packets with two times six
bytes address instead of two times eight bytes address, 11 six
bytes are suflicient to encode all the addresses which are
used 1n the communication network 1, the remaining address
might be used for extended packet type field. Such packet
formats might be useful for the mtroduction of new tech-
nologies, which need less address space, but extended
packet type diflerentiation.

Preferably, the local controller 2 receives packets with the
six byte address definition (FIG. 7, ref. sign 9p), and
generates packets with a six bytes address for the source
address and a six bytes address for the target address. As the
new generated packets with the new header fields need only
twelve bytes for the source and target address 1n total and not
sixteen bytes anymore, four bytes are free for further use.
For example, these free bytes might be used to indicate
extended packet types and/or a priority of packets for further
processing. The local controller 2 might then send the new
packets with the new generated header fields to the switch 4
for further forwarding to one of the second network ele-
ments 7 (FIG. 7, ref. sign 9g).

In preferred embodiments, the local controller 2 creates
one or more messages by means of the packet/frame gen-
erator 8 and sends the one or more messages via the switch
4 to one or more of the one or more second network elements
7. The local controller 2 might be configured not only to
forward and receirve packets of packet flows as described
above, but also to create new packets and forming out of the
packets new messages. In this case the local controller 2
generates new messages generically, this means the local
controller 2 not only change packets, but generates packets
originally. Thus, the local controller 2 creates messages from
the scratch or generically. These messages might be periodic
messages to direct neighbours like hello messages used by
routing protocols. By hello messages, the network elements
indicate their presence to other network elements. For
example, the first network element 3 indicates its presence
to one or more of the second network elements 7 (and
possibly 1n the other way round also the first network
clement 3 1s informed of the presence of one or more,
preferably all, second network elements 7 by corresponding
hello messages from the local controllers of the second
network elements 7 and forwarded hop-by-hop through the
communication network 1). The network elements 3, 7
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might therefore be provided with the information on the
existence of the other network elements 7, 3.

In preferred embodiments, the messages created by the
local controller 2 might be link integrity checks, operation
and maintenance messages such as trace, loopback and ping
messages. If the topology discovery 1s delegated to network
clements and then provided by the local controller inside the
respective network element, the messages created by the
local controller 2 might be link state protocol data units
(LSPs) which are used by routing protocols.

In a preferred embodiment, one or more packets of the
packet tlow are forwarded (FIG. 7, rel. sign. 9p) to the local
controller (2). The local controller (2) receives the one or
more packets of the packet flow. The local controller (2)
interprets header fields 1n the received packets of the packet
flow based on rules according to the configuration of the
local controller (2) and terminates the packets of the packet
flow by processing the packets of the packet flow by means
ol 1ts internal protocol stack.

For exemplary reasons, FIG. 8 depicts hello messages
created by the local controller 2 by means of the packet/
frame generator 8 and send wvia the switch 4 to second
network elements 7 (FIG. 8, ref. sign 97).

In preferred embodiments, the local controller 2 might be
configured to maintain local state of the communication
network 1 or of a part of the communication network 1.
Therefore, the local controller 2 1s configured to store a table
of learned MAC addresses, a database of routing-protocol
neighbours and/or a topology database. The local controller
2 might receive MAC addresses by neighbour advertisement
or equivalent messages from second network elements 7 and
stores this information in a database. The local controller 2
might receive information of MAC addresses of second
network elements 7 from the centralized controller 5 and
store this information in a database.

Similarly, the local controller 2 might implement state
machines storing the current state of protocol peer entities
and update this state based on information contained in
packets received from the corresponding protocol peers or
other protocol peers.

Similarly, the local controller 2 might implement a data-
base of routing-protocol neighbours with any suitable infor-
mation on the routing-protocol neighbours and/or a topology
database based on information messages from the second
network elements 7 and/or from the centralized controller 5.
Because of this implementation, the centralized controller 5
might be deprived or relieved of storing all information of
the communication network 1, as far as the information 1s
stored 1n the local controllers. In either case, the communi-
cation to and from the centralized controller 3 to provide and
obtain this information to and from the centralized controller
5 1s reduced as far as this information can be provided to and
obtained from the local controller 2 of the first network

clement 3 and/or the local controllers of the second network
clements 7.

Preferably, the centralized controller 5 communicates
with the switch 4 of the first network element 3 and with the
local controller 2 of the first network element 3 via an
interface preserving the concept of open programmability.
The interface between the centralized controller 5 on one
side and the first network element 3 comprising the switch
4 and the local controller 2 on the other side might be termed
as Southbound interface. This interface might be defined by
the OpenFlow protocol. Same applies for the communica-
tion between the centralized controller 5 and the second
network elements 7.
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Preferably, the local controller 2 can be configured in any
way how the operator of the network element 3 wants to
configure the local controller 2. This means for the configu-
ration of the local controller 2 the operator 1s not restricted
by vendor-specific implementation or pre-configuration.
Thus, the operator of the network element 3 including the
local controller 2 1s able to provide a complete configuration
of the local controller 2, and not only to configure some
parameters according to a pre-configuration of the vendor of
the network element 3 including the local controller 2.
Similarly, the operator of the network element 3 might
provide a complete configuration of the switch 4 not-
restricted by vendor-specific implementation or pre-configu-
ration.

The first network element 3 comprises the switch 4 and
the local controller 2 (see FIG. 1). The switch 4 and the local
controller 2 are adapted to receive configuration messages
from the centralized controller 5 and adapted to control one
or more packet tlows between one or more of the switch 4
of the first network element 3, the local controller 2 of the
first network element 3, the centralized controller 5 and one
or more second network elements 7 based on the configu-
ration of the switch 4 and of the local controller 5 of the first
network element 3.

In a preferred embodiment, the local controller 2 com-
prises a plurality of modules within the first network element
3, wherein each module of the plurality of the modules
implements one or more tasks different from the tasks
implemented by the other modules of the plurality of the
modules, wherein each of the modules 1s addressed via one
logical port different from the logical ports of the other
modules.

In a preferred embodiment, the local controller 2 might be
implemented 1n a modular manner comprising a plurality of
satellite controllers with different tasks within the first
network element 3. Each of the satellite controllers might be
addressed via one logical port different from the logical ports
of the other satellite controllers of the modularly imple-
mented local controller 2. One or more satellite controllers
might be connected to the same physical port and difieren-
tiated via sub-addresses, 1.e. logical ports, while one or more
further satellite controllers might be connected to another
physical port and differentiated via sub-addresses, 1.e. logi-
cal ports.

In a preferred embodiment, the local controller 2 com-
prises a plurality of instances, in particular software
istances, within the first network element 3, wherein each
ol the instances of the local controller 2 implements one or
more tasks and wherein each of the instances of the local
controller 2 1s controllable by one administrator of a plu-
rality of administrators.

The present invention improves the scalability 1n com-
parison with an implementation which provides only a
centralized controller, but does not provide any local con-
trollers such as a centralized SDN architecture. Based on the
concept of the local controller implemented in the network
clements, the communication network can be expanded
without overburdening the centralized controller, because
much of the control functions as described above are pro-
vided by the local controller(s), 1.e. by the network elements
including the local controllers. Furthermore, based on the
decentralized implementation, the implementation of back-
up controllers 1s facilitated, enhancing the availability of the
control of the communication network. Back-up controllers
for the centralized controller, which 1s 1n this scenario
termed primary centralized controller, should be activated in
case the primary centralized controller fails. Due to the
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implementation of the local controller, the implementation
of the back-up controllers 1s facilitated, because the central-
1zed controller and therefore also the back-up centralized
controller do not need to be provided with all information on
the communication network to the extent this information 1s
stored and provided by the local controllers.

Furthermore, the present invention provides the advan-
tage of reduced response times because of the local control-
lers. As control imnformation exchanged between the local
controllers and the network elements 1s faster as 1f control
information were always be exchanged with the centralized
controller, the process of providing the necessary control
information 1s fastened and the response times therefore
reduced. Similarly, 1n case a local controller determines that
a requested or expected message from another network
clement, for example a hello message, 1s missing, the local
controller can react faster to this failure as the centralized
controller, because the transmission time to the local con-
troller 1s shorter than to the centralized controller. Further-
more, the capacity of the control network can be reduced
based on the implementation of the local controllers. For
example, the topology information might be configured
statically 1n each network element and/or might be provided
and updated by lists of topology information exchanged
between the local controllers. If all topology information
had to be exchanged between the network elements and the
centralized controller, the control packet flows would be
immense. Due to the local controllers, the control informa-
tion, e.g. topology information must only be forwarded
between the network elements including the local controllers
thereby reducing the control information packet flows. For
the same reason, the synchronization of e.g. topology data-
bases for redundant controllers 1s facilitated because of the
local controllers which can provide a current copy of their
stored topology database to the back-up controller directly.
A back-up controller might be implemented for the central-
ized controller. In preferred embodiments, modules of a
modularly implemented local controller 2 might have back-
up functions for other modules of the modularly 1mple-
mented local controller 2.

The present invention provides the advantage of an open
interface between the centralized controller and the network
clements. Therefore, the operator of the network elements
might configure the local controller and further the switch in
any way the operator wants to configure theses devices
without restriction of the vendor of the network elements,
switches and local controllers. Because of the open inter-
tace, the operator 1s able to introduce new protocols, packet
formats and technologies. As the control function is pro-
vided by the local controllers 1n the network elements,
commodity hardware can be used for the switches, which 1s
cheaper as for switches which have extended control func-
tions (same applies for routers if routers are used). The local
controller 1s not a monolithic operating system, but a pro-
gramming space where code can be tlexibly changed during
operation, certain new features, in particular new packet
format and/or protocols can be loaded without service
interruption or reboot. Even the upgrade of an entire network
with a new function can be automated via an application
connecting to the Northbound interface of the centralized
controller.

The invention claimed 1s:

1. A method for providing control 1n a communication
network comprising one or more network elements, the
method comprising:

receiving, by a first network element of the communica-

tion network, one or more configuration messages from
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a centralized controller, the first network element com-
prising a switch and a local controller;
configuring the switch and the local controller of the first
network element based on the one or more configura-
tion messages received from the centralized controller;
and
controlling one or more packet tlows between at least two
of (1) the switch, (11) the local controller, (111) the
centralized controller, and (1v) one or more second
network elements, the controlling the one or more
packet flows being based on configuration of the switch
and the local controller, wherein the controlling the one
or more packet flows comprises,
receiving, by the switch, packets of a first packet flow
of the one or more packet tlows;
deciding, by the switch, where to forward the packets
of the first packet flow based on determining whether
the first packet tflow 1s a known packet tlow or an

unknown packet flow according to the configuration
of the switch: and

in response to determining that the first packet tlow 1s
an unknown packet tlow,
sending, by the switch, at least one packet of the

unknown packet flow to the local controller
according to a default setting of the configuration
of the switch,
receiving, by the switch, an indication from the local
controller identifying forwarding information for
the unknown packet tlow according to the con-
figuration of the local controller, and
forwarding, by the switch, the packets of the
unknown packet flow based on the indication
received from the local controller.
2. The method according to claim 1, wherein the config-
uring the local controller comprises:
recerving, by the switch, the one or more configuration
messages from the centralized controller, the one or
more configuration messages including at least,

a first configuration message addressed to the switch,
the switch being configured based on the first con-
figuration message, and

a second configuration message addressed to the local
controller, the second configuration message being
different from the first configuration message; and

forwarding, by the switch, the second configuration mes-
sage to the local controller according to the configura-
tion of the switch, the local controller being configured
based on the second configuration message.
3. The method according to claim 1, wherein the control-
ling the one or more packet flows comprises:
torwarding, by the switch, the packets of the first packet
flow to the centralized controller, to the local controller,
or to one or more of the one or more second network
clements according to a result of the deciding by the
switch of where to forward the packets of the first
packet tlow.
4. The method according to claim 1, wherein the control-
ling the one or more packet flows comprises:
in response to determining that the first packet flow 1s a
known packet flow according to the configuration of
the switch,

determining, by the switch, a corresponding known
target of the packets of the known packet tlow
according to the configuration of the switch, and

forwarding, by the switch, the packets of the known
packet tflow to the corresponding known target.
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5. The method according to claim 1, wherein the control-
ling the one or more packet flows comprises:
forwarding, by the switch, one or more packets of the one
or more packet flows to one or more of the one or more
second network elements according to the configura-
tion of the switch and based on rules applied by the
local controller according to the configuration of the
local controller.
6. The method according to claim 1, wherein the control-
ling the one or more packet tflows further comprises:
forwarding, by the switch, the packets of the first packet
flow to the local controller according to the configu-
ration of the switch;
interpreting, by the local controller, header fields 1n the
packets of the first packet flow based on rules according
to the configuration of the local controller;
adapting, by the local controller, the packets of the first
packet tlow by changing the header fields in the packets
of the first packet flow based on the interpreting; and
forwarding, by the local controller via the switch, the
adapted packets according to the configuration of the
local controller.
7. The method according to claim 6, wherein the control-
ling the one or more packet tlows further comprises:
generating, by the local controller, new packets with new
header fields based on the interpreting.
8. The method according to claim 7, wherein the control-
ling the one or more packet flows further comprises:
creating, by the local controller, one or more messages
including the new packets with the new header fields;
and
sending, by the local controller via the switch, the one or
more messages to one or more ol the one or more
second network elements according to the configura-
tion of the local controller.
9. The method according to claim 1, wherein the method
turther comprises:
maintaiming, by the local controller, a local state of the
communication network by storing one or more of (1)
state machines of peer entities, (11) table of learned
MAC addresses, (111) a database of routing-protocol
neighbors, and (1v) a topology database, based on
information received from the centralized controller or
collected from the one or more second network ele-
ments; and
the controlling the one or more packet tflows further
comprises,
receiving, by the local controller, the at least one packet
of the unknown packet tlow from the switch,
determining, by the local controller, the forwarding
information for the unknown packet flow according
to the configuration of the local controller and the
local state of the commumnication network maintained
by the local controller, and
sending, by the local controller, the indication i1denti-
tying the forwarding information for the unknown
packet flow to the switch according to the configu-
ration of the local controller.
10. The method according to claim 1, wherein the switch
and the local controller communicate with the centralized
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controller via an interface enabling open programmability
defined by OpenFlow protocol.

11. The method of claim 1, wherein the configuring the

local controller comprises:

enabling, via the centralized controller and an interface, a
user to configure the local controller in any desired way
without being restricted by any vendor-specific imple-
mentation or pre-configuration by a vendor of the first
network element or the local controller.

12. The method according to claim 1, wherein the local

controller comprises:

a plurality of modules within the first network element,
wherein each module of the plurality of modules imple-
ments one or more tasks different from tasks imple-
mented by other modules of the plurality of the mod-
ules, wherein each module 1s addressed via one logical
port different from logical ports of the other modules;
or

a plurality of software instances within the first network
clement, wherein each software instance of the plural-
ity of software 1nstances implements one or more tasks
and 1s controllable by a different user among a plurality
ol users.

13. A first network element comprising,

a switch; and

a local controller,

the first network element being adapted to,
receive one or more configuration messages from a

centralized controller;
configure the switch and the local controller based on
the one or more configuration messages; and
control one or more packet flows between at least two
of (1) the switch, (1) the local controller, (111) the
centralized controller, and (1v) one or more second
network elements, the controlling the one or more
packet flows being based on configuration of the
switch and the local controller, wherein the control-
ling the one or more packet tlows comprises,
receiving, by the switch, packets of a first packet
flow of the one or more packet tlows;
deciding, by the switch, where to forward the packets
of the first packet flow based on determining
whether the first packet tlow 1s a known packet
flow or an unknown packet flow according to the
configuration of the switch; and
in response to determining that the first packet flow
1s an unknown packet flow,
sending, by the switch, at least one packet of the
unknown packet flow to the local controller
according to a default setting of the configura-
tion of the switch,
receiving, by the switch, an indication from the
local controller identifying forwarding informa-
tion for the unknown packet tlow according to
the configuration of the local controller, and
forwarding, by the switch, the packets of the
unknown packet flow based on the indication
received from the local controller.
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