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CONTENT-BASED VIDEO
REPRESENTATION

BACKGROUND

Field of the Invention

The present disclosure relates to accurately representing,
content of a video file.

Description of the Related Art

Online video generation and consumption has been grow-
ing exponentially i recent years. The videos that are gen-
crated for consumption can be broadly classified into edi-
torial content (1.e., content generated by content providers)
and user generated content. Providing access to the massive
corpus of video 1s becoming a huge problem to content
providers or distributors, as there 1s lack of suflicient
description of the content contained within. Accurate and
comprehensive representation of video content would allow
the video content to be matched to a search query and
recommended to users, based on either the users’ profiles or
a purely content-based manner.

When users consume textual content, such as news con-
tent, a lot of information about the users interests can be
gathered from the content that the users are exposed to, by
analyzing the content using various techniques, such as
Natural Language Processing (NLP) or entity linking (EL).
However, for video content, it 1s hard to gather such related
information as the only known information that 1s available
to describe the video 1s metadata that 1s provided with the
video content. Editorial video content usually comes with
some tags and other forms of rich metadata. However, even
with the tags and metadata, there 1s not suflicient informa-
tion that can fully represent the video content. At most, the
metadata provides titles, general description and some tags
or categories associated with the video. With regards to user
generated video content, even the little information that 1s
available for the editorial content may not always be avail-
able for the user generated video content. This may be
attributable to users not always describing the content they
upload. When the users do describe the content, the strategy
they follow to provide the information may not always take
other users into consideration.

Lack of information for the video content results 1n the
video content not being considered for recommendation to
users. Video recommendation are generally done using
collaborative filtering if suflicient information about the
users viewing the video content can be collected. Unfortu-
nately, information provided in the user profiles are sparse,
and 1 some instances not available, especially for new
users. The users, especially new users, need to be fully
engaged, and providing good content recommendation 1s a
good and powertul start.

Alternately or additionally, good video content recom-
mendation can be done 1t suthicient knowledge of the video
content 1s available. Similar to textual content, understand-
ing the video content at a high semantic level allows one to
learn more about the users’ interests, which leads to better
content recommendation, better advertisement targeting,
and better advertisement placement. Better placement of
advertisement may be eflectuated by linking the advertise-
ment to specific events happening within the video, if
suflicient knowledge of the video content 1s available.
Therefore, a comprehensive understanding of the video
content allows for better content-based recommendation to
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users that include video content. A need therefore exists for
improved methods and systems to provide an accurate

depiction of actual content of the video files 1n order to build
a true multimedia search system that includes the textual
files as well as video files. The accurate depiction could lead
to improved placement of context-relevant advertisement to
right users at the right moment in the video file, and
improved content recommendation for the users.

SUMMARY

The present disclosure describes methods and systems for
accurately depicting content of a video file by identifying
and representing each element identified within 1t 1n a
textual format. The various implementations discussed
herein define a wvideo classification algorithm that 1s
executed on a server computing device and 1s configured to
analyze an image captured in each frame of a video file,
identily various elements, such as objects, actions, scenes,
events, etc., appearing 1n each frame of the video file, and
generate a textual representation of the video file by inter-
preting the various elements appearing 1n the video file. The
textual representation of the video file can be used to match
the content of the video file to search query terms and to
recommend video file content to users, based on their
profiles or purely in a content-based manner.

This form of textual representation of a video file provides
a detailed description of the actual content contained within
the video file as the descriptive representation covers not
only the video as a whole but also the content at a finer level.
Extracting this kind of information 1s desirable for building
a true multimedia search system, automatically associating
different types of media, and showing context-aware rel-
evant advertisements to the right users at the right moment.
The detailed representation of the video file provides suili-
cient content-related information to determine users’ content
preferences so that content recommendations can be done
using collaborative filtering of content. The detailed repre-
sentation of content 1s much more exhaustive than informa-
tion provided in metadata that usually comes with the video
content. In some implementations, information provided 1n
the metadata can be used to further augment the textual
representation of the video file.

The textual representation of the video file 1s semantically
rich. Metadata that typically accompanies a video file pro-
vides very limited representation of the content of the video
file, and 1t misses out on the finer details contained within
cach frame. The textual representation bridges this informa-
tion gap by identitying elements at the frame level and
outputting a high-level semantic vector that are more aligned
with query terms that are usually used in search queries.
Elements 1dentified in the high-level vector are unambigu-
ous, as each element 1s accurately defined. For example, an
apple fruit that 1s detected 1n a frame 1s actually 1dentified as
a fruit and not a name-brand computer. The elements are
language-independent and can be product-oriented. The
expressiveness of the textual representation of the video file
can be made extensive and detailed, or narrow and limited
by selecting an appropriate vocabulary list for identifying
the various elements within the video file. For instance, a
broad vocabulary list would ensure that the elements within
the video file can be i1dentified at a more detailed level,
leading to the video file content to be matched and retrieved
through generic queries. It the classification of the video file
needs to address specific applications, such as advertisement
targeting, then a narrower product-oriented vocabulary list
may be used, with each term 1n the vocabulary list focusing
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on a type of term an advertising or promotional entity might
be interested. The various elements 1dentified in the video
file need not have to be structured using any syntactic rules,
as the purpose of identifying elements 1s to accurately depict
the content contained within the video file and not to
describe the video in natural language. Understanding the
content of the video file using high semantic vector allows
the video classification algorithm to learn more about users’
interests at a granular level, so that better advertisements can
be targeted or better content-based recommendations can be
cllectuated. It also drives better advertisement placement as
the advertisements can be matched to specific events occur-
ring in the video file so that the advertisement can be
rendered when the specific events are triggered.

In some 1mplementations, a method 1s disclosed. The
method includes receiving a video file for classification. An
image captured 1n each frame of the video file 1s analyzed to
identily one or more elements. Each element identified in the
image ol each frame 1s matched with a term defined 1n a
vocabulary list. A number of frames 1n which each element
with a matching term 1n the vocabulary list, appears 1n the
video file, 1s determined. A vector 1s generated for the video
file. The vector 1dentifies each term in the vocabulary list.
The generated vector 1s represented in textual format as a
name-value pair, wherein a name 1n the name-value pair
corresponds to the name of the term in the vocabulary list.
The value represents the number of frames 1n which each
clement corresponding to the matching term, appeared
within the video file. Information provided in the vector 1s
used to identily one or more frame numbers where the
respective element 1s detected 1n the video {ile.

In some other implementations, a system 1s disclosed. The
system includes a server computing device having a memory
to store a video classification algorithm and a processor to
execute logic of the video classification algorithm. The
server computing device 1s configured to receive a video file
and process the video file using the video classification
algorithm. The video classification algorithm includes an
image analyzer, a classifier and a vector generator. The
image analyzer 1s used to analyze an 1image captured 1n each
frame of the video file to 1dentily one or more elements. The
classifier 1s used to match the one or more elements 1den-
tified 1n the image of each frame to corresponding terms
within a vocabulary list and to determine a number of frames
within the video file 1n which each element that corresponds
to a term 1n the vocabulary list appears. The vector generator
1s used to generate a vector for the video {file that includes
cach term 1n the vocabulary list. The vector generated by the
vector generator 1s represented 1n textual format as a name-
value pair. The name 1n the name-value pair corresponds to
name of the term in the vocabulary list and the value
corresponds to the number of frames within the video file 1n
which each element corresponding to the term in the
vocabulary list appears. Information provided 1n the vector
1s used to identity a frame number where the respective
clement 1s detected 1n the video file.

The various implementations thus provide a way to inter-
pret content of a video file by identifying each and every
clement present 1n the video file and representing the 1den-
tified elements 1n a meamngiul way, such that the content of
the video file can be searched and recommended to other
users. This way of representing the video file provides more
detail of the content contained in the video file than any
metadata that 1s typically provided with a video file. The
metadata, when available, usually provides a limited repre-
sentation of the content of the video file, and 1t misses out
on describing details at a finer level. The vector based textual
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representation 1s comprehensive, semantically rich, unam-
biguous, language-independent, and in cases where 1t 1s
needed, can be refined to be more application-specific. The
vector provides suflicient information that allows indexing
of each element, making 1t possible to retrieve specific
moments 1n the video file for matching to queries or other
media content. In some 1implementations, the vector can be
used to determine content similarity between two video files,
for example.

Other aspects of the implementations will become appar-
ent from the following detailed description, taken 1n con-
junction with the accompanying drawings, illustrating by
way ol example the principles of the implementations.

BRIEF DESCRIPTION OF THE DRAWINGS

The disclosure may best be understood by reference to the
following description taken in conjunction with the accom-
panying drawings.

FIG. 1 1llustrates a simplified overview of a system that 1s
used to classily a video file, in accordance with some
implementations.

FIG. 2 illustrates an example process flow followed for
generating a textual representation of a video file, 1n accor-
dance with some implementations.

FIG. 3 1llustrates an example vector generated for a video
file, 1n accordance with some implementations.

FIG. 4 illustrates an overview of a server computing
device executing search engine logic for matching search
query terms with video files, 1n accordance with some
implementations.

FIGS. 5A-5C illustrate sample vocabulary list for match-
ing various elements detected 1n of a video file, in accor-
dance with some implementations.

FIGS. 6 A-6B 1llustrate examples of various elements that
are 1dentified 1n a photo and the corresponding confidence
scores, 1n accordance with some implementations.

FIG. 7 1llustrates a flow chart of process flow operations
used for classiiying a video file, in accordance with some
implementations.

FIG. 8 illustrates tlow chart of process operations used for
matching query terms to a video {file, 1n accordance with
some 1mplementations.

DETAILED DESCRIPTION

The present disclosure describes methods and systems for
representing a video file 1n a manner that provides detailed
description of content 1n the video file. The accurate descrip-
tion of content of the video file 1s expressed in text formal
to allow the video file to be searched and recommended to
users. Knowledge of the actual content of the video file can
also be used to 1dentily and present relevant context-aware
promotional media content at appropriate times within the
video file, and such promotional media content may be
presented to only those users that have expressed interest in
such content. The textual representation allows the content
ol the video files to be matched with other forms of media
content, including other video files, video advertisement,
pictures, text document, other 1image files, etc. The detailed
and accurate depiction of content i1n the video file can be
used to understand users’ content preferences (i.e., inter-
ests), leading to better content recommendation for the
users.

The massive corpuses of video {files that are available for
user consumption include editorial content generated by
content providers and user generated content. Some of these
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videos come with metadata that provide minimal description
of the content of the video files. For instance, the metadata
provided with the editorial content usually include some tags
and brief description of content, but the brief description of
content and the tags do not fully represent the content of
these videos as they only provide a brief overview of the
content and not the finer details. User generated content
sometimes include metadata. However, the metadata pro-
vided by the users are not descriptive enough and do not
always take other users into consideration. Usually the titles
and tags provided by the users 1n the metadata are chosen so
that they are easy to remember, or are geared towards
driving user traflic toward the user generated content.

Various implementations are described herein to more
accurately describe the actual content by identifying each
clement, such as objects, actions, scenes, events, etc., within
a video file and representing the identified elements using a
Vector Space Model. The description covers the video as a
whole and at a fine level (e.g., at the frame level). Providing
this level of detailed information 1n textual format enables
the video file to be included as part of a true multimedia
search system so that the video files can be identified and
recommended to users 1n a manner similar to the presenta-
tion of text documents.

The accurate depiction of a video file 1s made possible by
identifying frames in the video file, processing an 1mage
captured 1 each frame to identify elements, determining
how long (1.e., how many frames) the different elements
occur 1n the video file, matching each identified element
with a corresponding term 1n a vocabulary list, and defiming
a vector representing the various elements 1dentified within
cach frame. In some 1mplementations, the vector may be
broadened to include additional related terms that are
inferred from one or more terms that match with element
identified in the video file. The vectors are presented as
name-value pairs, with the name corresponding to a term in
the vocabulary list, and the value i1dentifying a number of
frames within the video file in which each element matching
to the term 1n the vocabulary list, 1s detected. In some other
implementations, the generated vector may be refined by
determining weight of each element to the overall context of
the video file using techniques, such as a Term Frequency
Inverse Document Frequency (TFIDF) technique. In such
implementations, the refining of the vector would include
replacing the value 1n the name-value pair for each term that
corresponds to an element in the video file with a corre-
sponding TFIDF value. The refined vector 1s used for
determining relevancy of the video file to search query
terms, or for matching content of the video file to other
media content.

In some 1implementations, depending on an application for
which the video file 1s being classified, more than one vector
may be associated with the video file. The vector includes
information, such as frame numbers where each element
appears. Such mformation may be used to index the content
of the video file to easily 1dentily of specific portion(s) of the
video file where specific events or elements are detected.
Identification of specific events or elements may be used for
more precise advertisement targeting.

Representing a video file as a detailed vector has many
advantages. For instance, 1t provides a semantically rich
content-related data for the wvideo file, which 1s a good
substitute for the metadata that 1s sometimes provided with
the video file. Metadata, when available, provides very
limited representation of the content of the video file as 1t
does not cover the finer detail of content captured in various
frames within the video. In some 1nstances, when a video file
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with the metadata 1s processed, the system only vields
low-level features representing visual qualities of video and
not the in-depth detail of content contained in each frame.
The various implementations that will be discussed 1n detail
in the following paragraphs, on the other hand, teach seman-
tically rich vectors that identify the various elements con-
tained in each frame of the video file. This level of in-depth
clement identification and video classification bridges the
semantic gap existing between the metadata of the video file
and the actual content contained in the wvideo file. The
high-level semantic vector generated for video files are more
aligned with the kind of elements that are generally used 1n
search queries.

These high-level semantic vectors are unambiguous, as
cach element (e.g., object, action, scene or shot, event, etc.)
identified 1n the video file 1s definitively defined. The
metadata, on the other hand, 1s ambiguous as 1t goes through
natural language interpretation. The high-level semantic
interpretation 1s language-independent. As a result, 1rrespec-
tive of which language 1s selected to render an identified
clement, the interpreted eclements all map to the same
clement. The high-level semantic interpretation need not be
structured. Depending on the application for which the
semantic interpretation of the video file 1s being used, the
extensiveness of the vocabulary list used for identifying the
various elements within the video file can be tuned. For
example, 1 video files are to be classified for retrieval
through search queries, then a detailed vocabulary list may
be more appropriate for representing content of the video
file. If the video files are to be used for targeting advertise-
ment, a limited vocabulary list may be more appropriate,
wherein each term in the limited vocabulary list are more
focused on the type of terms that are generally of interest to
the advertisers.

A video file usually tells a story or provides details of an
event. As a result, the story depicted in the video file may
include one or more scenes. Each scene may include one or
more shots. Fach shot includes a set of frames that are
temporally adjacent and wvisually coherent to a physical
space 1 which the shot 1s captured and each scene includes
one or more temporally adjacent shots that are contextually
coherent. The set of frames captured i1n each shot may
capture one or more actions, or one or more objects. For
example, the video file may include a kitchen scene. The
kitchen scene may be captured from different angles or from
different locations within the kitchen, with frames captured
at each angle or location defining a shot. Various actions,
such as baking, cooking, washing dishes, etc., may be
captured 1n the kitchen scene. Similarly, various objects,
such as stove, oven, sugar container, coflee machine, dishes,
utensils, etc., may also be captured. The video classification
algorithm analyzes each frame captured in the video file to
identify various elements (1.e., objects, actions, scenes,
events, etc.) and generate a comprehensive semantic vector
by matching the identified elements to corresponding terms
in a vocabulary list. The terms identified in the semantic
vector generated for the video file need not have to be tied
together using syntactic rules. Although structuring the
various elements can be arranged into actual sentences,
resulting in better performance, such structuring 1s not
needed as the 1dentified elements provide sutlicient detail of
the content of the video file. In other words, the high-level
semantic vector provides a more comprehensive interpreta-
tion of content of video files than what can be determined by
just analyzing audio-visual features.




US 10,032,081 B2

7

With a brief overview of the disclosure, specific imple-
mentations will be described 1n detail with reference to the
various drawings.

FIG. 1 illustrates a simplified overview of a system used
in classifying the video file, in some implementations. The
system includes a server computing device 300 on which a
video classification algorithm 310 1s provided. The server
computing device 300 can be part of an application cloud
system, or part ol a network of servers associated with a
content provider, content distributor or content generator.
The network of servers could be part of a local area network,
a wide area network, private area network, a corporate
network, metropolitan area network, etc. The video classi-
fication algorithm 310 1s used to i1dentily frames of a video
file, analyze 1mages provided 1n the different frames of the
video file, interpret the content contained within the images,
and represent the content of the video file 1n textual format.

Typically, the video files (e.g., video a, video b, video c,
video n) that are recerved for classification, can be generated
and/or provided by a plurality of sources and may include
editorial content provided by content generators, content
providers, etc., or user generated content. The video file
provided by a content source 1s received over a network 200,
such as the Internet, and provided to the video classification
algorithm 310 executing on the server computing device
300. The wvideo classification algorithm 310 includes a
plurality of modules that are used to receive the video file
and process the content contained within to generate a
comprehensive vector 1dentifying the various elements 1den-
tified 1n the video file. Examples of the modules of the video
classification algorithm 310 that are used in processing the
video file include video submission logic 312, a video
manager 314, an 1mage analyzer 316, a classifier 318, a
confidence analyzer 319 and a vector generator 320. The
video classification algorithm 310 may also refer to a
vocabulary list 324 and one or more lexicons or lexical
resources 326 in order to match terms to various elements
identified within the video file or infer other related terms for
one or more of the terms representing the identified ele-
ments. The 1dentified elements are used to generate a vector
that represents the content 1n a textual format. The generated
vector for a video file 1s stored 1n a vector database 322 and
used 1n matching the video file to other media files, under-
standing users’ interests and preferences 1n content, and for
retrieving the video file or portions of the video file in
response to search queries. In some implementations, the
vector database 322 includes the video file and the associ-
ated vector. In alternate implementations, the vector data-
base 322 may include a video file i1dentifier, a link to the
video file and the associated vector so that video file content
can be retrieved using the vector and the corresponding
video file identifier.

When a video file 1s recerved at the server computing
device 300 from a content provider, content generator or a
user, the video file 1s forwarded to the video submission
logic 312. The video submission logic 312 performs an
initial process of the video file. As part of 1nitial processing
the video file, the video submission logic 312 may, in some
implementations, verity the authenticity of the video file.
For example, the video submission logic 312 may ensure the
video file 1s from reliable source, in a format that 1s
compatible for processing, and does not include any unau-
thorized, defective, malware or unwanted content. The video
submission logic 312 also verifies to see 1f any metadata 1s
provided with the video file. After mitial verification of the
video file, the video file with any metadata 1s forwarded to
the video manager 314 for further processing.
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The video manager 314 manages the video files received
from various sources. As part of managing, the video
manager 314 determines the file 1dentifier of the video file
and queries the vector database 322 to determine 11 the video
file was already processed. If the video file was already
processed, the vector database 322 would already have a
copy or link to the video file and an associated vector. In
such a case, the video file may still be processed to deter-
mine 1f the vector representing the video file 1s still valid or
if any changes need to be made to the vector. Changes to the
vector may be necessitated 1f there are any changes to the
content of the video file, including additions, deletions,
alterations made to the content. Alternately, 1f the video was
already processed, the video manager 314 may not do any
further processing. If the video file has not yet been pro-
cessed, the video manager 314 updates the vector database
322 to include a copy of the video file or a link to a copy of
the video file. The vector database 322 1s a repository that
includes a copy of the video files or links to the video files
that were received and processed by the video classification
algorithm 310. As and when a vector(s) 1s generated for the
video file by other modules of the video classification
algorithm 310, the generated vector 1s updated to the vector
database 322 and associated with the video file using the
video file identifier. The video file content 1s provided as
input to the 1image analyzer 316.

The 1mage analyzer 316 includes logic to identily a
number of frames contained in the video file and analyze an
image captured in each frame to identify one or more
clements contained therein. Some of the elements that may
be 1dentified by the image analyzer 316 include an object, an
action, a scene, or an event. The list of elements 1dentified
1s not exhaustive and may include additional elements. In
some 1implementations, the image analyzer 316 may analyze
cach and every frame 1n the video file to 1dentity the various
clements contained within the image captured 1n each frame.
In some alternate implementations, the image analyzer 316
may use only a subset of frames from the video file to
analyze. In such implementations, the image analyzer 316
may select one or more frames selected at periodic intervals
from the video file to generate the subset. For example, the
image analyzer 316 may 1dentify 1 frame 1n every 5 frames
to include 1n the subset. Alternately, 5 consecutive frames
out of every 30 frames may be identified to be included 1n
the subset. Once the subset 1s identified, the logic 1n the
image analyzer 316 1s used to 1dentify the various elements
captured 1n the images 1n the respective frames 1n the subset.
It should be noted that objects can be identified from each
frame whereas as actions can be identified by comparing
images of multiple frames. The image analyzer includes the
appropriate logic to perform image to 1mage comparison of
multiple frames 1 order to detect an action. The various
clements 1identified 1n each frame or a subset of frames of the
video file are then provided as input to the classifier 318 for
further processing.

The classifier 318 receives the input information provided
by the image analyzer 316 and performs a matching process.
As part of the matching, each element identified by the
image analyzer 316 1s matched to a corresponding term
defined 1n a vocabulary list 324. The vocabulary list 324 may
include an exhaustive list of elements that are generally
captured in different videos. Even with such an exhaustive
list, not all elements 1dentified by the image analyzer 316
may be included in the vocabulary list 324. This does not
mean that the identified element 1s incorrect. It may just
mean that the vocabulary list 324 1s not exhaustive enough
to include a corresponding term for the element. In such
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cases, the element that does not find a match 1n the vocabu-
lary list 324 may not be included in the generation of the
vector for the video file.

Some types of elements that may be included in the
vocabulary list 324 include an object, an action, a scene, an
cvent, etc. Example sample of terms that correspond to
different types of elements that are captured 1n a video file
are provided 1n FIGS. 5A-5C. For example, a sample list of
objects captured in the video file for which corresponding
terms are included in the vocabulary list 324 1s provided in
FIG. 5A. An example list of objects with matching terms 1n
the vocabulary list 324 can be found 1n http://image-net.org/
challenges/. SVR(C/2014/browse-det-synsets. A sample list
ol actions captured in the video file for which corresponding
terms are included in the vocabulary list 324 1s provided in
FIG. 5B. An example list of actions with matching terms 1n
the vocabulary list 324 can be found 1n http://crev.uct.edu/
data/UCF101.php. A sample list of scenes that may be
captured 1n the video file for which corresponding terms for
the scenes are included in the vocabulary list 324 1s provided
in FIG. SC. An example list of scenes with matching terms
in the vocabulary list 324 can be found in http://places.c-
saill.mit.edu/browser.html. Similar list may be provided for
identifying various events that are generally captured in the
video file. Of course, the example lists provided herein
include only a sampling of the objects, actions and scenes
for which matching terms can be found 1n the vocabulary list
324, and that other lists may be used to define matching
terms 1n the vocabulary list 324.

In some implementation, the vocabulary list 324 may
include multiple sets of vocabulary. For example, a first set
of vocabulary may be an exhaustive list of terms that
correspond to elements that are generally captured 1n each
frame of a video file, and a second set of vocabulary may
include a limited list of terms corresponding to certain ones
of elements captured in each frame of a video file. Providing
different sets of vocabulary list may allow the classifier 318
to perform the different levels of classification of a video
file. The level of classification may be dictated by type of
application for which the video classification 1s being used.
For example, the limited set of vocabulary may be used for
product-oriented classification to target advertisement while
the exhaustive list of vocabulary may be used for a more
comprehensive description of content of the video file for
query related classification. Using appropriate set of vocabu-
lary list may prevent unnecessary over-classification or
under-classification of a video file.

Once the elements detected 1in 1mage of each frame are
matched to corresponding terms in the vocabulary list, the
classifier 318 may determine number of occurrences (i.e.,
number of frames) of each element in the video file for
which a matching term was found in the vocabulary list. In
addition to i1dentifying number of occurrences, {frame num-
ber(s) (1.e., time stamp) of each frame 1n which each of the
clements was detected 1s also 1dentified. The detailed infor-
mation (matching term, number of occurrences, and frame
numbers) of each element detected in the video file 1s
forwarded to a confidence analyzer 319.

The confidence analyzer 319 determines the various ele-
ments detected in each frame and computes a confidence
score for each element detected 1n each frame. The confi-
dence score for each element 1dentified 1n each frame of the
video file 1s computed based on the amount of confidence
that the element 1s depicted 1n the picture. For example in a
kitchen scene, the confidence score of a microwave oven
being depicted will be higher than 1n a bathroom or garage
scene. Similarly, the confidence score of a washer being
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depicted 1n a laundry room scene 1s much higher than in the
living room scene. In another example, a frame captured
from a living room may include an 1image of a car. This may
be the case when a person capturing the video of the living
room has a view of a street through a window and captured
the car parked outside. In such a case, the confidence score
for the car being depicted 1n the living room scene will be
lower than the confidence score of other elements (i.e.,
objects, actions, events) i1dentified 1n the living room. The
confidence score computed for each element 1s used by the
vector generator 320 to refine the vector generated for the
video file.

In some 1implementations, the confidence score computed
by the confidence analyzer 319 1s defined to be a value
between 0 and 1. Based on the computed confidence score,
the confidence analyzer 319 may filter out elements with
confidence score that 1s below a pre-defined threshold value.
For example, the pre-defined threshold value may be set at
0.5 (1.e., 50%) or 0.8 (1.e., 80%) and elements with confi-
dence score below 0.5 or 0.8 may be automatically filtered
out from the list of elements.

The computed confidence scores of each element pro-
vided by confidence analyzer 319 along with other infor-
mation provided by the classifier 318 are forwarded to the
vector generator 320 as input. The vector generator 320
generates a vector for the video file. The vector 1s one-
dimensional vector includes a plurality of “slots™ or place-
holder for each term that appears in the vocabulary list. Each
slot 1s represented 1n a name-value format, with the name
corresponding to the term description and the value corre-
sponding to number of frames that an element matching to
the term, appears within the video file. Where a term does
not match to any element detected in the video file, the
number of frames will be zero and where a term matches to
an element detected in the video file, the value will be
non-zero.

Once the vector 1s generated for the video file, the vector
generator 320 may, 1n some 1implementations, perform some
post-processing operations to further refine the vector. For
example, as part ol post-processing operation, the vector
generator 320 may validate existing terms that match to
specific elements 1dentified 1n each frame of the video file
and refine the vector accordingly. In some 1implementations,
the vector generator 320 may, for example, use the confi-
dence score to perform contextual filtering of terms from the
vector. For example, where a kitchen, food, cooking and a
tractor were detected 1n a particular frame, 1t can be mferred
from the confidence score of each element in the particular
frame that the term tractor does not belong to the scene.
Consequently, the vector generator 320 may remove the
term from the vector. This type of filtering out the elements
based on confidence score would result in a higher precision
classification of the video file as elements that were incor-
rectly identified or that were wrrelevant to the context cap-
tured 1in the frames may be purged. Of course, there 1s a
potential that such refining of elements may result 1n remov-
ing some relevant elements that have lower confidence
scores. In order to avoid filtering out relevant elements,
additional logic may be included 1n the video generator 320
to ensure that elements that are contextually relevant but
appear less frequently are retained and not discarded.

The vector generator 320 may also infer new terms from
one or more other terms 1n the vector and include such new
terms 1n the vector generated for the video file. For the above
example, 1f, on top of the terms (kitchen, food, cooking),
additional terms, such as tlour, eggs, and sugar, are 1dentified
for the frame, then the logic within the vector generator 320
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may infer that the scene captured 1s a kitchen scene and that
a baking action 1s being captured in the particular frame.
Accordingly, the miferred baking action term 1s included in
the vector generated for the video file and the number of
frames for such action corresponds to the number of frames
in which the objects related to the baking action are detected.
The additional term(s) that are inferred may correspond to
same type of elements 1dentified 1in the frame(s) (e.g., objects
being inferred from other objects detected 1n a frame) or may
be of different type (e.g., action(s) being inferred from one
or more objects detected 1n a set of frames).

In some implementations, the vector generator 320 may
identily and include additional terms that are related to terms
matching to elements found 1n the video file. For example,
the vector generator 320 may use one or more lexicons or
lexical resources 326, such as WordNet®, etc., to broaden
some of the terms 1dentified 1n the vector of the video file.
The expansion of the elements may include identifying and
including holonyms, hypernyms or meronyms, for example,
for specific ones of the terms in the vector of the video file.
For example, 11 some of the terms found 1n the vector with
matching elements (e.g., objects) of the video file include
one or more of a crow, a pigeon, a sparrow, a robin, etc., then
the lexical resources 326 may be used to include a broader
term, such as bird, 1n the vector of the video file. Similarly,
when the elements 1n the video file include one or more of
a poodle, a German shepherd, Rottweiler, etc., then the
lexical resources 326 may be used to include a broader term,
such as dog, i the vector of the video file. Hypernym
defines a word with a broad meaning that more specific
words fall under (1.e., superordinate). In other words, hyper-
nyms represent a parent concept in a relationship. For
example, color 1s a hypernym for red, yellow, blue, etc.
From the above example of poodle, etc., dog 1s a hypernym
for poodle, German shepherd, Rottweiler, etc. Holonym
defines a relationship 1n which a particular element denotes
a part or a member of a whole. In other words, holonyms
represent an upper concept in a part of a relationship. For
example, body 1s a holonym for arm which 1s a holonym of
clbow. A meronym defines a relationship i which a par-
ticular element 1s a part of a whole. For example, a bark 1s
a meronym of tree which 1s a meronym of forest. Similarly,
clbow 1s a meronym of arm which 1s a meronym of body.

The generated vector provides suflicient detail for index-
ing specific scenes or shots or trigger event of a video file.
This form of representing the video file as a vector using a
Vector Space Model, allows the vector to be searched or
matched 1n a manner similar to a text document. This vector
can be further processed to reflect relevance of each term to
the video file with respect to the collection of video files.
Further processing can be achieved by replacing the value of
cach term 1n the vector with a corresponding Term Fre-
quency Inverse Document Frequency (TFIDF) value. The
TFIDF value 1s computed as a relevance factor of each term,
based on the frequency of its appearance 1n the video file
versus number of files or documents in which the term
appears. The size of the vector 1s retlective of a size of the
vocabulary list that 1s used 1n classitying the video file. The
generated vector 1s updated to the vector database 322 and
associated with the video file using the video file identifier.
The textual representation of the content of the video file can
be used for matching the content to other media content and
for targeting advertisement or other promotional content to
specific areas or specific trigger events occurring in the
video file.

FI1G. 2 illustrates an example process tlow for classifying
a video file, 1n one implementation. As shown, the video 1s
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made up of a number of video frames, frames 1 . . . frame
N. In some implementations, the video classification algo-
rithm described with reference to FIG. 1 1s used in parti-
tioning the video file mto frames and analyzing image of
cach and every frame in the video file to identily the
clements contained therein. The elements are matched to
terms 1n a vocabulary list 324. For example, the elements
that are identified 1n frame 1 may include objectl, object3,
and action20. Similarly, elements 1dentified in frame 2 may
include objectl, action2, scene3, and so on. The elements
identified in each frame are consolidated together into a
single list. The consolidated list 1dentifies all the elements
that have been i1dentified 1n the video file as a whole and
number of frames 1n which each of the identified element are
detected. Each element in the consolidated list 1s then
matched with a corresponding term 1n a vocabulary list 324.
Where a match 1s found, the value of the term 1s non-zero
and corresponds to number of frames in which the element
was detected. Where a match 1s not found, the value of the
term 1s set to zero. Once all the elements are matched, the
vector for the video 1s generated. The generated vector 1s a
single dimension vector that may include terms with zero
values and other terms with non-zero values. The generated
vector may be refined further by filtering specific terms
based on the respective confidence scores so as to generate
a high precision textual representation of the content of the
video file. This textual representation can be used for
matching the content of the video file to other media files.

FIG. 3 illustrates an example process used 1n classifying
video {ile that 1dentifies the role played by each module of
a video classification algorithm 1n generating a vector for the
video file, 1n some 1mplementation. When a video file 1s
received at the server computing device executing a video
classification algorithm, the video {ile 1s processed to gen-
erate a vector. As part of classification, the various frames of
the video file are 1dentified by an image analyzer 316. The
image analyzer 316 may examine all the frames 1dentified 1n
the video file to 1dentily elements or may select a subset of
frames to 1dentily elements. The subset of frames 1s selected
such that when the vector 1s generated, the vector provides
a fairly detailed representation of the video file. In the
implementation illustrated 1n FIG. 3, a subset of frames that
fairly represents the video file 1s i1dentified for processing.
The subset of frames may include one or more frames
selected at periodic intervals from the video file. Alternately,
the subset of frames may include one or more frames of the
video file selected at periodic intervals, wherein the frame(s)
are selected based on amount of payload detected in the
frames. The selected frames 1n the subset are processed by
the 1mage analyzer 316 to i1dentily various elements.

The elements 1dentified by the 1mage analyzer 316 are
used by the classifier to find terms from a vocabulary list 324
that match with the respective ones of the elements. Based
on the processing, the classifier may i1dentity terms that
match objects 1, 7, 75, actions 3, 32 and scene 65 detected
in frame numbers 3 and 4. The number of the elements
identified from the frames corresponds to the extensiveness
of terms 1n the vocabulary list 324. An object or a scene may
be 1dentified in each frame while an action may be 1dentified
using multiple frames. Further, the classifier 318 may not
find a matching in the vocabulary list 324 for some elements
that are detected by the image analyzer 316. As a result,
these elements may not be included during the generation of
the vector for the video file.

Each element identified in the video file that matches to a
corresponding term in the vocabulary list 324, 1s provided to
a confidence analyzer 319. The confidence analyzer 319
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examines the elements in the context presented 1n the 1mages
ol the respective frames and computes confidence scores for
the elements. The confidence scores for the elements may be
used by the vector generator 320 to refine the elements
identified for the video file before a vector 1s generated for
the video file, 1n some implementations. In other implemen-
tations, the confidence scores of the elements may be used
by the vector generator 320 to refine the terms 1n the vector
after the vector 1s generated for the video file. The vector
generator 320 receives the elements 1dentified by the image
analyzer 316 and processed by the classifier 318, confidence
analyzer 319, and generates the vector that represents each
term 1n the vocabulary list in a name-value format with name
corresponding to each term in the vocabulary list and the
value corresponding to number of frames an element that
matches with the term, 1s detected in the video file. Not all
terms 1n the vocabulary list are found in the video file. As a
result, the generated vector may have zero values for certain
ones of the terms that do not have matching element 1n the
video file. The size of the vector generated for the video file
1s the size of the vocabulary list used.

During post-vector generation processing, in some imple-
mentations, the size of the vector may be trimmed by
climinating the terms 1n the vector that have zero values. The
vector size may be further reduced by filtering terms with
confidence scores that are below a pre-defined threshold
value. In alternate implementations, the vector generated
with all the terms 1n the vocabulary list may be kept as 1s.
In such implementations, the terms within the vector may be
weighted based on the confidence score of each term, the
value associated with each term, or both the confidence
score and the value associated with each term. The weight-
ing of the terms in the vector may be used to organize the
terms in the vector i the order of relative weight. The
relative weight may be used during matching of the video
file with other media files, for example. The refined vector
provides an accurate depiction of the actual content of the
video file and the representativeness and relevancy of each
clement 1dentified 1n 1t.

FIG. 4 illustrates an example process flow for matching
content of a video {ile to a search query, 1n some 1mplemen-
tations. When a search query having one or more query
term(s) 502 1s received at a server computing device 300, the
search engine logic 501 executing on the server computing
device 300 searches various documents to i1dentify docu-
ments that include the search query term(s). The search
engine server may be a server computing device that also
executes the classification algorithm or may be a different
server that has access to the vector database 322 that
includes information about the classified video files. The
search engine 501 may use the search query term(s) to
identify number of documents that most use the query
term(s) as well as to 1dentity a specific document. To enable
finding a match of the search query term to the document, a
search engine logic 501 executing on the search engine
server 300 first converts the search query term 1nto a search
query vector. The search engine server 300 then uses the
search query vector to find a match with vectors associated
with documents (textual and video documents). The most
relevant document could be a video file whose vector
matches the search query vector.

The process of matching a search query to a document
with the search query 502 being received at a server com-
puting device 300. A vector selection logic 504 receives the
query vector for the search query provided by the search
engine logic 501, and queries a number of content databases,
including the vector database 322 in which vectors of
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classified video files are maintained, to find documents
whose content term(s) match the query term(s) defined by
the query vector. Based on the querying, the vector selection
logic 504 may 1dentily a video file, video V3, whose vector
matches the search query vector, as illustrated in box 506.
Information provided in the vector, such as time stamp of
frames provided by frame numbers, may be used as an index
to 1dentily a specific portion, such as a scene or a shot, within
the video file where the query term appears. The index can
be used to extract the specific portion or to provide an
indicator at the specific portion matching the query term of
the search query. FIG. 4 illustrates a simple example wherein
the index 1dentifies specific portions of the video file where
the query term(s) appears. As illustrated, where more than
one query term 1s used 1n the search query, 1t can be seen that
query term 1 appears 1n frame represented by frame number
Vtl, query term 2 appears 1n frame represented by V2, and
so on. Alternately, 1f the search query includes only one
query term, the video file may provide appropriate indicators
to specilic portions of the video file where the query term
appears. The video {file with appropriate indicators to spe-
cific portion(s) of the video file V3 can be returned as a
search result, 1n response to the search query.

Additionally or alternately, the matching of the query term
to specific content 1n the video file V3 can be used for
targeting advertisement or other promotional content. An ad
placement service may use nformation provided in the
vector of video file V3 to determine specific content of the
video file and use 1t to target an advertisement. Information
provided in the vector may identily a trigger event that 1s
occurring 1n a portion of the video file V3. The trigger event
in the specific portion may be related to an action, such as
a man drinking a bottle of water or coke from a coke can.
The ad placement service may provide an advertisement for
inclusion 1n the specific portion of the video file based on the
context of the content or the trigger event. The content
provider may use the time stamp information provided in the
vector to identify the portion of the video file where the
specific trigger event 1s occurring and integrate the adver-
tisement 1nto the portion of the video file. In some 1mple-
mentations, the integration may include associating the
advertisement to the frame defined by the video time stamp
so that when the video 1s played, the advertisement 1s
presented as an overlay or in a pop-up window. Alternately,
the advertisement may be mtegrated into the video file at the
appropriate portion so that the advertisement 1s rendered
alongside the content of the video file and during the
occurrence of the specific trigger event. The integration may
be performed so that the advertisement may be rendered at
the beginning of the trigger event, during the trigger event,
or at the end of the trigger event.

FIGS. 6 A and 6B illustrate example pictures that can be
classified using the classification algorithm, 1n some 1mple-
mentation. The classification algorithm i1dentifies various
clements, such as objects, actions, etc., that were 1dentified
by analyzing the respective images provided in the two
pictures. A vector 1s generated for the picture that includes
terms found 1n the vocabulary list including terms that match
with the identified elements. The generated vector may
further be classified in accordance to the confidence score
computed for each identified element. Some of the terms
from the vector and the corresponding confidence scores
identified for the images presented 1n FIGS. 6A and 6B are
shown under “Image Tags” section. The terms that are
presented 1n the “Image Tags™ section correspond to ele-
ments that have found matching terms 1n the vocabulary list
for the 1dentified elements. It should be noted that the terms
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that are rendered alongside the picture i1dentifies only some
ol the terms that have confidence score that 1s at least greater
than 0.75 (1.e., 75%). The vector generated for the pictures
presented 1 FIGS. 6A and 6B includes additional terms
from the vocabulary list that are not presented alongside the
picture, wherein the additional terms may or may not
correspond to elements identified 1n the pictures. The vectors
generated for the two 1images are associated with the pictures
within the vector database 322 using respective picture
identifiers. Just as the case may be with the video file, the
comprehensive vectors of the pictures are used 1n matching
the 1mage content to search queries or to match with other
content, including video content, textual content, etc. Thus,
the various implementations may be used to not only gen-
erate a comprehensive vector for a video file but can be
extended to i1dentifying content of any image file.

It should be noted that the vectors associated with the
video files and pictures can be used to determine content
similarity between any two 1mages, between a video file and
an 1mage, an 1image and a text document, between any two
video files, between the video file and text document,
between videos and queries, etc. With the details of the
various 1mplementations, a method for classitying a video
file will now be discussed with reference to FIG. 7.

FIG. 7 illustrates process operations of a method for
classitying a video file, in some implementations. The
method begins at operation 710, wherein a video file 1s
received for classification. The video file could be generated
by a content provider and may include editorial content, or
may be generated by a user and may include user generated
content. An 1mage captured in each frame of the video file
1s analyzed to 1dentily one or more clements captured
within, as 1llustrated 1n operation 720. Some of the elements
that are identified include objects, actions, scenes, events,
ctc. Each element 1dentified 1n the video file 1s matched to
a corresponding term 1n a vocabulary list, as illustrated 1n
operation 730. A number of frames within the video file, 1n
which each element appears, are determined, as 1llustrated in
operation 740. Where a match 1s found for an element, a
number of frames of the video file in which the element
appears are non-zero. When a match 1s not found for an
element, the number of frames of the video file 1n which the
clement appears 1s set to zero. A vector 1s generated 1den-
tifying each term 1n the vocabulary list in a name-value patr,
where each name corresponds to an element and value
corresponds to the number of frames the element appears 1n
the video file, as 1llustrated in operation 750. Depending on
the exhaustiveness of the vocabulary list used 1n the match-
ing operation, more or less number of elements may find a
match in the vocabulary list. As a result, the vector that 1s
generated for the video file will be sized according to the
number of elements that are matched. The vector may also
include additional terms that may be inferred from other
terms of the video file or include broader terms for specific
terms that appear 1n the vector so as to allow the video to be
matched to broader search queries. Suflicient details are
provided 1n the vector to allow indexing of the video file so
as to easily identity specific portion of the video file 1n which
a particular element, scene, shot or trigger event occurs. The
accurate depiction of the content can be used for matching
content to queries, targeting advertisement, comparing con-
tent of video file with other media files, etc.

FIG. 8 1llustrates method operations for matching a clas-
sified video file to a search query, in an alternate implemen-
tation. The method begins at operation 810, when a search
query 1s received. The search query includes one or more
query terms that need to be matched with one or more
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documents, articles, files, etc. A query vector 1s generated for
the search query. The query vector 1s used to query a vector
database to identify a vector of a video {file that includes a
term matching the one or more query terms, as 1llustrated in
operation 820. The vector of the video file identifies each
term that appears 1n a vocabulary list and number of frames
in the video file 1n which a particular element matching to a
term 1n the vocabulary list, appears. The vector 1s refined to
climinate terms that have zero value 1n the name-value pair
(1.e., terms that do not have a matching element in the video
file). The vector may be further refined to eliminate terms
that have confidence score that fall below a pre-defined
threshold value. The query vector 1s matched to the refined
vector of each video file 1in the vector database. Matching of
the query vector to the vector of the video file includes
matching query terms defined 1n the query vector to terms
defined 1n the vector of each video file.

When a match of the query vector 1s found 1n a video {ile,
the video 1s retrieved, as 1illustrated 1n operation 830, and
returned for rendering as a search result, as illustrated in
operation 840. The entire video file or a link to the video file
may be returned 1n response to the search query or a portion
of the video file that includes the query term may be
returned. The portion of the video file may be 1dentified from
the indexing information provided in the vector.

The various implementations described herein allow con-
tent of a video file to be represented 1n textual format so that
the video file can be searched and matched like a text
document. The textual representation of content allows for
more precise advertisement targeting by allowing the adver-
tisement to be inserted 1n precise location where it 1s more
relevant. Representing the video {file in text format using a
Vector Space Model enables the video file to be easily
searched and matched with other media files, such as text
files, 1mage files, video files, etc. The vector representation
1s unambiguous, language independent, and can be designed
for specific product-oriented application. The richer or more
extensive the vocabulary list used in classitying the video
file, the more detailed the description will be of the content
of the video file defined by the vector. The more detail that
1s captured 1n the vector, the greater the chance that the video
file will be “recognizable” from the descriptive vector (i.e.,
the more accurately the video file will be described). The
vector representation provides more meaningful representa-
tion of the content than what 1s provided 1n the metadata. It
cnables precise advertisement targeting as 1t allows targeting
only to those users whose profiles or interests match the
product the advertisement advertises.

With the above implementations 1 mind, it should be
understood that the disclosure could employ various com-
puter-implemented operations involving data stored 1n com-
puter systems. These operations can include the physical
transformations of data, saving of data, and display of data.
These operations are those requiring physical manipulation
of physical quantities. Usually, though not necessarily, these
quantities take the form of electrical or magnetic signals
capable of being stored, transierred, combined, compared
and otherwise manipulated. Data can also be stored in the
network during capture and transmission over a network.
The storage can be, for example, at network nodes and
memory associated with a server, and other computing
devices, including portable devices.

Any of the operations described herein that form part of
the disclosure are usetul machine operations. The disclosure
also relates to a device or an apparatus for performing these
operations. The apparatus can be specially constructed for
the required purpose, or the apparatus can be a general-
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purpose computer selectively activated or configured by a
computer program stored in the computer. In particular,
various general-purpose machines can be used with com-
puter programs written 1 accordance with the teachings
herein, or it may be more convenient to construct a more
specialized apparatus to perform the required operations.
The disclosure can also be embodied as computer read-
able code on a computer readable medium. The computer
readable medium 1s any data storage device that can store
data, which can thereaiter be read by a computer system.
The computer readable medium can also be distributed over
a network-coupled computer system so that the computer
readable code 1s stored and executed 1n a distributed fashion.
Although the {foregoing implementations have been
described in some detail for purposes of clarity of under-
standing, 1t will be apparent that certain changes and modi-
fications can be practiced within the scope of the appended
claims. Accordingly, the various implementations described
herein are to be considered as 1llustrative and not restrictive,
and the implementations are not to be limited to the details

given herein, but may be modified within the scope and
equivalents of the appended claims.

What 1s claimed 1s:

1. A method, comprising:

receiving a video {ile for classification;

analyzing 1mages captured in frames of the video file to
identily one or more elements;

matching each eclement of the one or more elements
identified 1n the images of frames to a corresponding
term defined 1n a vocabulary list;

determining a number of frames within the video {file in
which each element appears, which corresponds to the
term 1n the vocabulary list; and

generating a vector for the video file, the vector i1denti-
ftying each term in the vocabulary list, the vector
represented in textual format as a name-value parr,
wherein name 1n the name-value pair corresponds to
the name of the term 1n the vocabulary list, and value

in the name-value pair corresponds to the number of

frames within the video file 1n which each element
appears, which corresponds to the term 1n the vocabu-
lary list, mnformation provided in the vector used to
identify one or more frames where the respective
clement 1s detected 1n the video file.
2. The method of claim 1, wherein each element 1dentifies
at least one of an object, an action, a scene, or an event.
3. The method of claim 1, wherein analyzing further
includes
selecting a subset of frames of the video file, wherein the
subset includes a sampling of one or more frames
selected at periodic intervals from the video file; and
analyzing the image captured in the frames within the
subset to 1dentity the one or more elements.
4. The method of claim 1, further includes,
computing a confidence score for each element 1dentified
in the 1images of the frames 1n the video file; and
refining the vector to filter out select ones of the one or
more elements having the confidence score that 1s
below a pre-defined threshold value.
5. The method of claim 1, wherein generating the vector
further includes,
identifying a related term for the term that matches with
the element 1dentified within the video file; and
including the related term in the vector generated for the
video file, the name of the name-value pair corresponds
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to the name of the related term and the value corre-
sponds to the number of frames of the element that
matches with the term.

6. The method of claim 5, wherein the related term 1s at
least one of a hypernym, a holonym, or a meronym of the
term.

7. The method of claim 1, wherein analyzing an image
further includes,

examining each of the one or more elements 1dentified 1n
the 1mages of the frames to determine relative rel-
evance of the element to a context captured in the
respective ones of the images; and

adjusting the one or more eclements identified 1n the
frames of the video file, based on the relative relevance
of each of the one or more elements.

8. The method of claim 1, wherein the vector 1s a

one-dimensional vector.

9. A system, comprising:

a server computing device having a memory to store a
video classification algorithm and a processor to
execute logic of the video classification algorithm, the
server computing device receirves a video file and
processes the video file using the video classification
algorithm, wherein the video classification algorithm
includes,

an 1mage analyzer to examine 1mages captured 1n frames
of the video file to 1dentify one or more elements;

a classifier to match the one or more elements 1dentified
in the images of the frames to corresponding terms
within a vocabulary list and to determine a number of
frames within the video file 1n which each element
appears, which corresponds to a term in the vocabulary
l1ist; and

a vector generator to generate a vector for the video file
identifying each term 1n the vocabulary list, the vector
1s represented 1n textual format as a name-value pair,
wherein name 1n the name-value pair corresponds to
the name of the term 1n the vocabulary list, and value
in the name-value pair corresponds to the number of
frames within the video file in which each element
appears, which corresponds to the term 1n the vocabu-
lary list, mnformation provided in the vector used to
identily one or more frames where the respective
clement 1s detected 1n the video file.

10. The system of claim 9, further includes,

a confidence analyzer to compute a confidence score for
cach element 1dentified 1n the 1images of the frames, the
confidence score used in adjusting the vector so as to
exclude the elements whose confidence score i1s less
than a pre-defined threshold value.

11. The system of claim 9, further includes one or more
lexical resources for 1identifying a related term for the term
that matches with the element identified in the video file, the
related term included 1n the vector generated for the video,
wherein the name 1n the name-value pair corresponds to the
related term and the value corresponds to the number of
frames of the element that matches with the related term.

12. A method, comprising:

recerving a search query with a query term;

querying a vector database to identify a vector of a video
file that includes a term matching the query term of the
search query, mnformation provided in the vector
includes an imndex to 1dentity the term and a number of
frames of the video file where an 1mage of an element
matching the term appears,

wherein the vector 1dentifies each term 1n a vocabulary list
that 1s used to match elements 1dentified in 1mages of
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frames of the video file, the vector being represented 1n
textual format as a name-value pair, wherein name 1n
the name-value pair corresponds to a name of the term
in the vocabulary list and value 1n the name-value pair
corresponds to the number of frames within the video 5
file 1n which the element from the elements appears,
which corresponds to the term 1n the vocabulary list;
retrieving the video file; and
returning the video file with the index as a search result
for the search query. 10
13. The method of claim 12, wherein the vector 1s a
one-dimensional vector.
14. The method of claim 12, wherein the related term 1s

one of a hypernym, holonym or a meronym of the term.
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