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HYDROMETEOR IDENTIFICATION
METHODS AND SYSTEMS

RELATED APPLICATION

This application claims priority to U.S. Provisional Appli-

cation No. 62/120,835, filed Feb. 25, 2015 which 1s incor-
porated herein by reference.

GOVERNMENT INTEREST

This invention was made with government support under
grant 10034297 awarded by the National Science Founda-
tion (NSF). The government has certain rights in the inven-
tion.

BACKGROUND

Accurate characterization of the physical properties of
atmospheric hydrometeors 1s useful for a broad range of
practical and scientific applications. For example, hydrome-
teor diameter, mass, and fall-speed relationships are usetul
components of weather and climate numerical models used
in forecasting. The range ol possible particle shapes and
s1zes 1s extremely broad, and includes raindrops, dendritic
snowllakes, aggregated forms, graupel, hail, etc. with
numerous potential variations, and generally includes sizes
ranging in diameters from less than a millimeter to several
centimeters.

A wide variety of electro-optical and communications
devices and methods have been developed for inspecting
and analyzing hydrometeors. Such systems have attempted
to characterize hydrometeor structures and relate crystalline
forms to changes in atmospheric electromagnetic attenua-
tion, fall velocity, density, etc. These systems often utilize
lasers, shadows and diffraction patterns to classily hydro-
meteors. Further, viewing of hydrometeors generally may
take place 1n the field. However, such devices configured for
viewing hydrometeors in the field have often nvolved
significant manual itervention and have been unpredictable
and/or unreliable, especially at temperatures near freezing.
In addition, past devices have not provided suflicient visu-
alization of the more minute features of hydrometeors, such
as the crystalline structure of snowtlakes or ice, 1n a con-
tinuous fashion or 1n an accurate manner.

The ability to accurately and dependably study various
particles 1n the field, including hydrometeors, can be usetul
in a variety of applications. For example, departments of
transportation may use information developed from the
analysis of hydrometeors to better respond to weather con-
ditions that may be aflecting public roads. Being able to
document and image hydrometeors and properties of the
hydrometeors, particularly at close range, 1s potentially
useful for a wide variety of applications. For example,
improvements in systems can be useful for documenting and
imaging hydrometeors, as well as for providing information
on the oscillation of hydrometeors, the conditions at which
the hydrometeors tumble, the specific type of crystals that
traverse a point along a line of sight, and the relationship
between fall speed and particle size, color data, volume data,
tall speed, and trajectory.

SUMMARY

A computer implemented method can include receiving
an 1mage ol a hydrometeor captured using a camera and
identifying the hydrometeor in the image, using a processor.
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The method can also include analyzing the hydrometeor
represented in the 1image to determine characteristics asso-
ciated with the hydrometeor, using the processor. The
method can further include obtaining environmental mea-
surements from environmental sensors located 1n proximity
to the camera and recorded substantially contemporaneously
with the 1mage, using the processor. This method can also
include constructing a feature vector using the hydrometeor
characteristics and the environmental measurements, using
the processor; and inputting the feature vector to a classifi-
cation model used to classily the hydrometeor, using the
processor, where the classification model outputs a classi-
fication for the hydrometeor using the feature vector.

A complimentary hydrometeor identification system can
include a motion sensor controller, a camera activation
module, an environmental measurement module, and a
hydrometeor classification module. The motion sensor con-
troller 1s configured to control a motion sensor and to
generate a camera activation signal when the motion sensor
senses motion. The camera activation module 1s placed 1n
communication with the motion sensor controller, while the
camera activation module 1s configured to receive the cam-
era activation signal and activate a camera to capture an
image of a hydrometeor. The environmental measurement
module 1s also configured to obtain environmental measure-
ments from a plurality of environmental sensors that are
located 1n proximity to the camera and are recorded sub-
stantially contemporaneous with the image of the hydrome-
teor using the camera. The hydrometeor classification mod-
ule 1s configured to output a classification for the
hydrometeor using a classification model, where a feature
vector 1s constructed using hydrometeor characteristics
obtained from the image of the hydrometeor and the envi-
ronmental measurements obtained from the environmental
measurement module 1s iputted to the classification model.

There has thus been outlined, rather broadly, the more
important features of the invention so that the detailed
description thereotf that follows may be better understood,
and so that the present contribution to the art may be better
appreciated. Other features of the present mvention will
become clearer from the following detailed description of
the mvention, taken with the accompanying drawings and
claims, or may be learned by the practice of the invention.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a block diagram illustrating various example
components mcluded 1n a system for capturing an image of
a hydrometeor and classifying the hydrometeor.

FIG. 2 1s a flow diagram that illustrates an example
method for classifying a hydrometeor.

FIGS. 3a-e are various views of an example hydrometeor
classification device configuration.

FIGS. 4a-c are various views of another example hydro-
meteor classification device configuration that includes mul-
tiple housings for components 1included 1n the hydrometeor
classification device.

FIGS. Sa-c are various views of an example hydrometeor
classification device configured with infrared (IR) emuitters
and IR detectors.

FIGS. 6a-b 1llustrate two views of an example hydrome-
teor classification device having components used to detect
and 1mage a hydrometeor within a single housing.

FIG. 7 1s block diagram illustrating an example of a
computing device that may be used to execute a method for
classitying hydrometeors.
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DETAILED DESCRIPTION

Reference will now be made to the exemplary embodi-
ments illustrated, and specific language will be used herein
to describe the same. It will nevertheless be understood that
no limitation of the scope of the ivention 1s thereby
intended. Additional features and advantages of the mnven-
tion will be apparent from the detailed description which
tollows, taken 1n conjunction with the accompanying draw-
ings, which together illustrate, by way of example, features
of the mvention.

In describing and claiming the present invention, the
following terminology will be used in accordance with the
definitions set forth below.

As used herein, “electrically coupled™ refers to a relation-
ship between structures that allows electrical current to flow
at least partially between them. This definition 1s intended to
include aspects where the structures are 1n physical contact
and those aspects where the structures are not in physical
contact. Typically, two materials which are electrically
coupled can have an electrical potential or actual current
between the two matenals. For example, two plates physi-
cally connected together by a resistor are 1n physical contact,
and thus allow electrical current to flow between them.
Conversely, two plates separated by a dielectric material are
not i physical contact, but, when connected to an alternat-
ing current source, allow electrical current to flow between
them by capacitive current. Moreover, depending on the
insulative nature of the dielectric material, electrons may be
allowed to bore through, or jump across the dielectric
material when enough energy 1s applied.

As used herein, “optically coupled” refers to a relation-
ship between structures that allows beams of light to flow at
least partially between them. This definition 1s intended to
include aspects where the structures are 1n physical contact
and those aspects where the structures are not in physical
contact.

As used herein, “adjacent” refers to near or close sufli-
cient to achieve a desired result. Although direct physical
contact 1s most common and preferred 1n the structures or
volumes of the present invention, adjacent can broadly allow
for spaced apart features.

As used herein, the term “substantially” refers to the
complete or nearly complete extent or degree of an action,
characteristic, property, state, structure, item, or result. The
exact allowable degree of deviation from absolute complete-
ness may in some cases depend on the specific context.
However, generally speaking the nearness of completion
will be so as to have the same overall result as 1f absolute and
total completion were obtained. The use of “substantially™ 1s
equally applicable when used 1n a negative connotation to
refer to the complete or near complete lack of an action,
characteristic, property, state, structure, item, or result. For
example, a composition that 1s “substantially free of” par-
ticles would either completely lack particles, or so nearly
completely lack particles that the effect would be the same
as 1 1t completely lacked particles. In other words, a
composition that 1s “substantially free of” an ingredient or
clement may still actually contain such item as long as there
1s no measurable eflect on the property of interest thereof.

As used herein, the term “‘about” i1s used to provide
flexibility to a numerical range endpoint by providing that a
given value may be “a little above™ or ““a little below™ the
endpoint with a degree of flexibility as would be generally
recognized by those skilled 1n the art. Further, the term about
explicitly includes the exact endpoint, unless specifically
stated otherwise.
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4

As used herein, a plurality of items, structural elements,
compositional elements, and/or materials may be presented
in a common list for convenience. However, these lists
should be construed as though each member of the list 1s
individually identified as a separate and unique member.
Thus, no individual member of such list should be construed
as a de facto equivalent of any other member of the same list
solely based on their presentation 1 a common group
without indications to the contrary.

As used herein, the term “at least one of” 1s intended to
be synonymous with “one or more of” For example, “at least
one of A, B and C” explicitly includes only A, only B, only
C, and combinations of each.

Concentrations, amounts, and other numerical data may
be expressed or presented herein 1n a range format. It 1s to
be understood that such a range format 1s used merely for
convenience and brevity and thus should be interpreted
flexibly to include not only the numerical values explicitly
recited as the limits of the range, but also to include all the
individual numerical values or sub-ranges encompassed
within that range as if each numerical value and sub-range
1s explicitly recited. As an 1llustration, a numerical range of
“about 1 to about 57 should be iterpreted to include not
only the explicitly recited values of about 1 to about 5, but
also include individual values and sub-ranges within the
indicated range. Thus, included in this numerical range are
individual values such as 2, 3, and 4 and sub-ranges such as
from 1-3, from 2-4, and from 3-5, etc., as well as 1, 2, 3, 4,
and 5, individually. This same principle applies to ranges
reciting only one numerical value as a mimimum or a
maximum. Furthermore, such an interpretation can apply
regardless of the breadth of the range or the characteristics
being described.

Hydrometeors can be analyzed by documenting and imag-
ing the hydrometeors and 1dentifying various characteristics
associated with the hydrometeors. For example, information
based upon oscillation of hydrometeors, conditions at which
hydrometeors tumble, specific types of crystals that trans-
verse a point along a line of sight, relationships between {fall
speed and particle size, color data, volume data, fall speed,
trajectory, etc. can be used to analyze hydrometeors. Prior
systems and methods utilized 1n 1maging and obtaiming data
about falling objects have been limited in ability to accu-
rately and adequately image and obtain such data about
falling objects. For example, prior systems have included
low resolution 1imagers that produce images having isuil-
cient resolution to adequately extract physical information
for a falling object that can be used to classity the falling
object. Such prior systems have been costly, dificult to
maintain, susceptible to weather elements, and have had
issues with accuracy and reliability.

A technology 1s described for imaging characteristics of
hydrometeors, such as snowtlakes, raindrops, hail, and other
forms of precipitation and identitying the hydrometeors
using the imaged characteristics based on classification. The
systems and methods described herein can be used for
imaging hydrometeors of various types, sizes, shapes, and so
forth. In a specific example, the hydrometeors may have a
diameter 1n the range of less than a millimeter to many
centimeters.

FIG. 1 illustrates components of an example system 100
on which the present technology may be executed. The
system 100 may be configured to manage the operation of a
hydrometeor classification device. The system 100 may
include a computing device 102 that may be in communi-
cation with one or more cameras 106, motion sensors 104
and environmental sensors 122. The computing device 102
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may contain a number of modules used in classifying
hydrometeors. In one example configuration, the computing
device 102 may include a motion sensor controller 112, a
camera activation module 114, a light source activation
module 108, and a hydrometeor classification module 110. 5

A motion sensor controller 112, which can be included 1n
circuitry, may be used to control a plurality of motion
sensors 104 and to generate a camera activation signal when
the plurality of motion sensors 104 sense motion. The
system 100 can include a camera activation module 114, 10
which may also be included in circuitry. The camera acti-
vation module 114 may be in communication with the
motion sensor controller 112. The camera activation module
114 may receive the camera activation signal and activate
the camera 106 to capture one or more 1mages of a hydro- 15
meteor.

The camera 106 can be configured to capture high reso-
lution 1mages of hydrometeors within a predetermined loca-
tion of the camera’s field of view. The predetermined
location may be defined using motion sensors 104 that sense 20
a presence of the hydrometeor within the predetermined
location and send a camera activation signal to the camera
106. Thus, the predetermined location within the camera’s
field of view allows for a high resolution i1mage of a
hydrometeor to be captured, thereby enabling physical infor- 25
mation for the hydrometeor to be extracted from the high
resolution i1mage and a size of the hydrometeor to be
calculated based 1n part on the distance of the predetermined
location from the camera as defined by the placement of the
camera 106 and the placement of the motion sensors 104 1n 30
the hydrometeor classification device. Although high reso-
lution can vary, typically a suitable camera resolution can
range from about 10 um to about 100 um and in some cases
1 MP to about 10 MP, and often VGA to 12 MP.

A light source activation module 108, which may also be 35
included 1n circuitry, may be in communication with the
motion sensor controller 112 and the camera activation
module 114. The light source activation module 108 may
receive the camera activation signal. In response to receiving,
the camera activation signal, the light source activation 40
module 108 can activate a flashing light source to provide a
flash of light 1n synchronization with 1mage capture by the
camera 106 to 1lluminate the hydrometeor when an 1image of
the hydrometeor 1s captured. The 1mage may be stored to an
image store 116 after being captured. 45

The system 100 may include environmental sensors 122
that can provide environmental measurements used in clas-
sitying hydrometeors. An environmental measurement mod-
ule 124 may be configured to obtain environmental mea-
surements {from the environmental sensors 122 that are 50
located 1n proximity to the camera 106 and are recorded
substantially contemporaneous with an image of a hydro-
meteor using the camera 106. The environmental sensors
122 may include, but are not limited to, a cloud height
indicator sensor, visibility sensor, precipitation identification 55
sensor, Iireezing rain sensor, lightening sensor, pressure
sensor, ambient/dew point temperature sensor, anemometer,
and precipitation accumulation sensor. Environmental mea-
surements recorded using the environmental sensors 122
may be stored to a data store (not shown) or may be recorded 60
substantially contemporaneously with an 1mage capture of a
hydrometeor as described above.

The system 100 may also include a hydrometeor classi-
fication module 110 that can be used to determine a classi-
fication for a hydrometeor captured in an image by the 65
camera 106. In one example configuration, a machine learmn-
ing model can be used to classity hydrometeors captured 1n

6

an 1mage using the camera 106. A feature vector can be
constructed using hydrometeor characteristics obtained from
an 1mage ol a hydrometeor. In some examples, environmen-
tal measurements obtained by the environmental measure-
ment model 124 from the various environmental sensors 122
can be included 1 the feature vector. The feature vector can
then be mputted to the machine learning model, which can
classily the hydrometeor based on the features included 1n
the feature vector. A hydrometeor database 126 accessible to
the hydrometeor classification module 110 can include
hydrometeor data that can be used 1n classifying a hydro-
meteor. Although machine learning models can be very
useful, other models can also be used. Suitable classification
models can 1include fuzzy logic models, and the like. In one
example, fuzzy logic can be used to augment classification
based on machine learning models.

The various modules described above can be 1n the form
of hardware, firmware, software, and/or combinations
thereof. The modules can be formed 1n circuitry or can
utilize the circuitry to perform various operations, or can be
located externally from the housing of the hydrometeor
classification device, such as 1n an electronically connected
computing system. The modules can be 1n communication
with a processor 118 for performing various operations. The
vartous processes and/or other functionality contained
within the computing device 102 may be executed on the
one or more processors 118 that are 1n communication with
one or more memory modules 120. In one example, one or
more of the modules comprises computer readable code,
stored on a non-transitory computer readable storage
medium, which when executed by the processor 118 causes
a system to perform the described operations.

As 1illustrated, the computing device 102 can be a single
computing device. However, one or more modules can
optionally be provided by a single computing device or
multiple computing devices which are parallelized or oth-
erwise cooperatively communicate. The computing device
can recerve captured or stored images from the camera 106.
The computing device can optionally store the received
images on an image store 116, such as a hard drive, optical
disc, flash memory, and the like. The term *“data store” may
refer to any device or combination of devices capable of
storing, accessing, organmizing and/or retrieving data, which
may include any combination and number of data servers,
relational databases, object oriented databases, cluster stor-
age systems, data storage devices, data warchouses, flat files
and data storage configuration in any centralized, distrib-
uted, or clustered environment. The storage system compo-
nents of the data store may include storage systems such as
a SAN (Storage Area Network), cloud storage network,
volatile or non-volatile RAM, optical media, or hard-drive
type media. The data store may be representative of a
plurality of data stores as can be appreciated.

Moving now to FIG. 2, a flow diagram illustrates an
example method 200 for classifying a hydrometeor captured
1n an 1mage using a camera. Starting 1n block 210, an 1mage
of a hydrometeor captured using the camera may be
received. The image of the hydrometeor may be captured
alter determining a presence ol the hydrometeor at a pre-
determined location that results 1n activating the camera. For
example, motion sensors may be used to detect a presence
of a hydrometeor within a field of view of the camera,
allowing for a high resolution image of the hydrometeor to
be captured. More specifically, because a hydrometeor 1s
located within the field of view of the camera when the
image 1s captured, the image of the hydrometeor includes

N

suflicient resolution to extract physical information for the
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hydrometeor from the image that can be used by a classifier
to 1dentily the hydrometeor. Further, capturing an image of
a hydrometeor within the predetermined location of the
camera’s lield of view allows for a size of the hydrometeor
to be determined based 1n part on the distance of the camera
to the predetermined location.

Motion sensors can be based on IR, visible, laser, other
suitable light source, changes 1n electric or magnetic field,
and the like. As one specific example, four infrared (IR)
emitters and four IR detectors can be used to detect the
presence of hydrometeors within a camera field of view. The
IR sensor pairs (1.¢., the IR emitters and IR detectors) can be
placed to form two detection regions, a top detection region
and a bottom detection region, where two IR sensor pairs
make up each detection region. The IR sensor pairs may be
arranged so that the beams emitted from the IR sensors
cross, creating a triggering arca. In the event that the top
detection region senses a hydrometeor, a timer 1s started. If
the lower detection region detects the hydrometeor, the timer
1s stopped and the camera 1s instructed to take one or more
pictures. A determination may then be made how fast the
hydrometeor fell using the timer and the distance between
the two detection regions. The 1mage(s) can then be stored
for later processing/archiving and/or processed, as 1 block
220, to identify the hydrometeor in the image.

In one example, identitying the hydrometeor in the image
may include steps that result in separating 1mage pixels
representing the hydrometeor from surrounding image pix-
¢ls. In one example, a threshold may be determined for the
image using a thresholding technique, contours of the hydro-
meteor may then be detected 1in the 1mage using an edge
detection techmique that uses the threshold for the image,
and the contours of the hydrometeor that are 1n focus in the
image may be identified.

As an 1illustration, a threshold can be determined using an
Otsu thresholding method. Otsu’s threshold method sepa-
rates foreground pixels from background pixels by mini-
mizing intra-class variance of the foreground and back-
ground 1 an 1mage. The threshold obtained using Otsu
thresholding can be used as an input to a Canny Edge
Detector method used to identify contours in the image.
Contours 1dentified may then be analyzed to determine the
contours’ inter-pixel brightness variability and a threshold
may be used to 1dentify those contours that are 1n focus. In
cases where multiple regions of interest 1n an 1mage are 1n
focus (e.g., multiple hydrometeors), regions of the image
having inter-pixel brightness variability that 1s greater than
the threshold for the 1mage may be analyzed to identity the
contours of the hydrometeor(s) that are 1n focus.

After 1dentifying the hydrometeor in the image, as in
block 230, the hydrometeor represented in the image may be
analyzed to determine characteristics associated with the
hydrometeor. For example, hydrometeor characteristics may
include hydrometeor shape, hydrometeor size, hydrometeor
tall speed, hydrometeor brightness, hydrometeor internal
variability, and hydrometeor mass. In one example, FFT
(fast Founier transform) spectrum analysis can be used to
analyze a hydrometeor and determine hydrometeor charac-
teristics. The hydrometeor characteristics may be used to
construct a feature vector. The feature vector may represent
the hydrometeor and may be used as mnput to a machine
learning model used to classity the hydrometeor.

In addition to determining hydrometeor characteristics, as
in block 240, environmental measurements may be obtained
from environmental sensors located in proximity to the
camera and recorded substantially contemporaneously with
the 1mage. The environmental measurements may be
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included 1n the feature vector that represents the hydrome-
teor. Examples of environmental measurements that can be
obtained from the environmental sensors may include, but
are not limited to: environmental temperature, environmen-
tal relative humidity, environmental dew point temperature,
wind direction, atmospheric pressure, and precipitation
accumulation.

As 1n block 250, a feature vector may then be constructed
using the hydrometeor characteristics and the environmental
measurements. Resulting features that can be included in the
feature vector may include, but are not limited to: mean
intensity of the hydrometeor, variance of the hydrometeor,
inter-pixel brightness variability, perimeter of the hydrome-
teor, slope of an azimuthally averaged power spectrum of the
hydrometeor, fall speed of the hydrometeor, number of
separate regions in the image that are in focus, environmen-
tal relative humidity, environmental temperature, internal
variability, FF'T spectrum, as well as other features. Feature
data may include text files, a compressed (binary) data
stream, raw data or combinations thereof.

As 1 block 260, the feature vector may then be inputted
to a machine learning model used to classity the hydrome-
teor. The machine learning model may be configured to
output a classification for the hydrometeor using the feature
vector. Examples of classifications that may be output
include drizzle, rain, freezing rain, freezing drizzle, freezing
fog, freezing rain, ice crystals, hail graupel, snow, snow
grains, ice pellets, snow pellets, blowing snow, mixed pre-
cipitation, and the like. Contributions by dust (e.g. volcanic
ash) can also be used. Examples of machine learning models
that may be used to classity a hydrometeor may include
supervised and unsupervised machine learning models such
as, a Bayesian model, a random forests model, an ensemble
classifier model, a logistic regression model, a naive Bayes
classifier, a stochastic gradient descent model, a support
vector machine model, as well as other types of machine
learning models not specifically mentioned here.

In addition to classifying hydrometeors, visibility may be
determined using a confrasting black and white 1mage
captured with near-infrared light using the camera. For
example, the contrasting black and white 1mage may be
analyzed to determine a presence of fog or haze. The
visibility of air may be defined as the attenuation of the
contrast in distant objects. In atmospheric applications, there
can be several sources for the reduction of visibility at the
ground. One may be atmospheric cloud droplets, or fog,
another may be atmospheric precipitation, while dust and
solid particulates can also contribute to reduced visibility.
Optionally, visibility corrections can be made using precipi-

tation sensor measurements such as hydrometeor particle
s1ze and concentration.

To assess the visibility reduction due to fog and precipi-
tation, an 1mage of a contrasting black and white background
may be captured at regular intervals and with varying tlash
intensity. In the case of no fogginess, the contrast between
the two backgrounds may be high. For extremely high
fogginess, the contrast may diminish to zero. The relation-
ship between fogginess and contrast may be determined
using radiative transier calculations and field tests. For
example, a range of flash lengths can be used to enable

detection of visibilities ranging from <4 statute miles to 10+
statute miles, 1n accordance with Automated Surface
Observing System (ASOS) standards for Aviation Routine
Weather Report (METAR) reports. Greater flash lengths
enable detection of progressively lighter visibility reduc-
tions.
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In another example, visibility may be determined using a
black background in an image captured using the camera.
For example, a black or other high contrast color can be
presented on surfaces opposite the hydrometeor from the
camera. Such contrast can 1improve 1image recognition pro-
cessing.

FIGS. 3a-¢ illustrate an example hydrometeor classifica-
tion device 300 in accordance with one embodiment of the
present technology. A plurality of motion sensors 302 can be
arranged at a first plurality of angles around a void 304 (1.e.
a hydrometeor detection region). The motion sensors 302
can have a common sensing point near the center of the void
304. The motion sensors 302 can each include an emitter and
a detector. The detector can be positioned across the void
304 from the emitter. For example, the detector and emitter
can be attached on opposite sides of the void 304 and be
aligned such that a signal from the emuitter 1s detected by the
detector. The number of emitters and detectors can be varied
according to a particular application. The emitter can be
configured to emit electromagnetic energy (such as radio,
microwave, or light rays) or optionally ultrasound in the
direction of the detector. The detector can be configured to
receive the emitted waves or rays. In one aspect, the waves
or rays can be intermittent bursts of energy or light rather
than a continual emission of energy or light.

The hydrometeor classification device 300 can include
one or more cameras 306. The hydrometeor classification
device 300 can include any desired number of cameras 306.
In some examples, a second camera can be added to take
stereo 1mages. In other examples, camera filters may be used
to capture 1mages using visible or nonvisible light. The
hydrometeor classification device 300 can include a frame
310 having a plurality of walls 308 defining the void 304. In
another example, a single wall, such as a circular or curved
wall can define the void. In the example using multiple walls
308, the walls 308 can form a polygonal cross-sectional
shape (as illustrated i FIG. 3c¢).

A camera 306 may be configured to capture images of a
hydrometeor when the motion sensors 302 detect motion
within the void 304. However, in some cases, multiple
cameras can be used to increase accuracy and available
information. For example, from two to eight cameras can be
oriented at varying perimeter angles. In one example, a pair
of infrared light emitters and a pair of corresponding inira-
red light detectors may be used to detect hydrometeors that
fall within a field of view of the camera 306. In another
example, a pair of infrared laser diode emitters and a pair of
corresponding inirared laser detectors may be used to detect
hydrometeors that fall within a field of view of the camera
306. In another example, the system may be configured to
receive a camera activation signal as a result of a hydrome-
teor passing through a detection region that includes an
upper trigger area and a lower trigger area formed using
motion sensor arrays, wherein triggering the upper trigger
area starts a timer and triggering the lower trigger area stops
the timer and causes a camera activation signal to be sent to
the camera 306.

The hydrometeor classification device 300 can also
include a light source 314. The light source 314 may provide
natural or artificial light. In one example, the light source
314 comprises a flashung artificial light source, such as
inirared light (IR) emitters, IR laser diode emuitters, Light
Emitting Diodes (LEDs), Xenon Flash, Air gap spark, or the
like. The light source 314 provides light to 1lluminate a
hydrometeor during image capture. A tlashing light source
can be configured to illuminate the hydrometeor when
images of the hydrometeor are captured with the camera
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306. The flashing light source can be configured to provide
a flash of light 1n synchronization with image capture by the
camera 306. In other words, when the motion sensors 302
have detected motion, the camera 306 and the flashing light
source can be activated to capture an image and provide light
flashes substantially simultaneously. For example, the cam-
era 306 and flashing light source can operate substantially
immediately after motion 1s detected or may wait a prede-
termined time period after motion detection to begin opera-
tion. The camera 306 and the flashing light source can
operate substantially simultaneously or successively. The
system can include a switch for switching between simul-
taneous and successive activation of the camera 306/light
source 314. Providing a flash of light when the 1mages are
captured can enable capture of clearer images of a falling
object. In one aspect, the flash of light can have a very brief
duration, such as a duration of a few milliseconds or
microseconds, 1n some cases 1 usec to 10 msec, and 1n some
cases from about 10 usec to 5 msec. The flashing light can
be configured to provide a single flash of light or to provide
successive tlashes of light at predetermined intervals.

A flashing light source can provide brief flashes of light
which do not adversely affect falling objects, such as snow-
flakes. Continuous light sources can heat up the hydrome-
teor classification device 300, the void 304, and/or the
falling object and may affect the falling object. For example,
a crystalline structure of a snowflake may be altered or
destroyed by heat from a continuous light source. A brief
flash of light can have little or no 1impact on temperature and
can be bright enough to provide good illumination of
crystalline structure of snowtlakes. In one aspect, the flash of
light and activation of the camera 306 can provide a
/100,000th of a second exposure time. Because many falling
objects have very small and intricate structures, the exposure
time can be very short to get an acceptable resolution at the
level of a few microns without 1mage blurring. In one
alternative, an IR filter can be orniented adjacent the light
source 314 1n order to remove visible light. In this manner,
visible light flashes can be eliminated to avoid distraction of
nearby drivers, pedestrians, animals, or others.

The hydrometeor classification device 300 can be config-
ured to determine fall speed of the falling object based on
successive flashes of light. In another example, the system
can include multiple sets of motion sensors 302 at different
heights around the void. The camera 306 can be activated to
capture an 1mage when the falling object passes a first set of
motion sensors 312q at a first height and can be subsequently
activated again when the falling object passes a second set
of motion sensors 31256 at a second height. The time delay
between when the images are captured can be used to
determine the fall speed of the falling object. A series of
motion sensors 302 can be used to obtain a series fall speed
measurements for a falling object, and the fall speed mea-
surements can then be used to calculate an acceleration or
deceleration of a falling object.

In another example, the system can provide successive
flashes of hght to capture multiple 1images per frame while
capturing 1mages when the falling object i1s at different
heights within the void 304. The multiple images per frame
can be used to study the rotation of the falling object and to
verily the velocity captured using the multiple sets of motion
sensors 302. In yet another example, a shutter speed of the
camera 306 can be decreased so as to cause 1images to blur
during image capture. The resulting blur has a length which
can be used to calculate fall speed by dividing the blur length
by shutter speed.
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The hydrometeor classification device 300 can include a
power source or power supply for supplying electrical power
to circuitry, the camera 306, the motion detectors 302, and
so forth. The power source can include a battery for pow-
ering the hydrometeor classification device 300 when an
external power source 1s not available. In another example
where an external power source i1s available, the power
source can operate to convert an Alternating Current (AC)
signal coming from the external power source mto a usable
Direct Current (DC) signal by stepping down the input
voltage level with a transformer and then rectifying the
signal to convert to DC. Once the DC signal 1s generated, the
DC signal can be used to power all the various components
of the hydrometeor classification device 300.

The hydrometeor classification device 300 can include a
housing 318. The housing 318 can be configured to enclose
computing components 316, the motion sensors 302, the
camera 306, and the light source 314 so as to at least
partially prevent weather damage to components within the
housing 318, and further configured to allow a hydrometeor
to enter the void 304. For example, the housing 318 can be
waterproot to prevent moisture from reaching the electronic
components inside the housing 318. The void 304 can be
tformed 1n the housing 318. In one example, the hydrometeor
classification device 300 can include an aerodynamic hous-
ing that can rotate via passive or active control (wind vane
or motors). The hydrometeor classification device 300 could
rotate 1n 2D similar to a wind vane or on a 3D gimbal to
allow alignment with the wind.

FIGS. 4a-c illustrate an example hydrometeor classifica-
tion device configuration 1 accordance with another
embodiment of the present technology. As illustrated, a
hydrometeor classification device 400 can be configured to
include separate housings 420 for motion detectors 402 and
a camera 406. The separate housings 420 can be attached to
a central housing 418 containing enclosed computing com-
ponents used to i1dentity hydrometeors. The separate hous-
ings 420 can be arranged at angles around a void 404
defining a hydrometeor detection region. The motion detec-
tors 402 and the camera 406 contained in the separate
housings 420 may be communicatively attached to the
computing components contained in the central housing
418. The central housing 418 may be fixed to a central
support 410, allowing the hydrometeor classification device
400 to be placed 1n an elevated position.

FIGS. 5a-c illustrate another example of a hydrometeor
classification device 500 1in accordance with another
embodiment of the present technology. The hydrometeor
classification device 500 can be configured with reflective
IR emitters/detectors 502 and a camera 506. The IR emiut-
ter’s LEDs emit IR light and when a hydrometeor 1s present
in a void 504 defining a hydrometeor detection region, the
IR light 1s reflected back to the IR detectors 502 (a photo
diode recerver) and the camera 506 1s activated. An 1image of
the hydrometeor captured by the camera 506 can then be
classified as described earlier.

As 1llustrated, the hydrometeor classification device 500
can be configured to include separate housings 520 for the
IR emitters/detectors 502 and the camera 506. The separate
housings 520 can be attached to a central housing 518
containing enclosed computing components used to 1dentily
hydrometeors. The housings 520 can be connected to the
central housing via support arms which provide mechanical
support and can act as a conduit for power and data cables
which operatively connect the camera 506, IR emitters/
detectors with the computing and/or storage components.
The separate housings 520 can be arranged at angles around
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the void 504 defining the hydrometeor detection region. The
IR emitters/detectors 5302 and the camera 506 can be com-
municatively attached to the computing components con-
tained 1n the central housing 518. The central housing 518
and the attached separate housings 520 can be placed 1n an
clevated position using a central support 510 attached to the
central housing 518.

FIG. 6a-b illustrate another example of a hydrometeor
classification device 600 that includes IR emitter/detectors
602 oriented inside of a housing 618 that can include a
camera 606 and computing components used to classily a
hydrometeor 1n an 1mage captured by the camera 606. The
IR emitters 602 may use LEDs to emit IR light and when a
hydrometeor 1s present within a hydrometeor detection

region, the IR light 1s reflected back to the IR detector 602

and the camera 606 1s activated, resulting 1n capturing an
image of the hydrometeor.

In an alternative example, the camera 606 of the hydro-
meteor classification device 600 can be configured to oper-
ate 1n video mode and may be configured to capture an
image ol a hydrometeor when the hydrometeor 1s in view of
the camera 606. In one example, the IR emitter/detectors
602 may be used 1n detecting a hydrometeor that 1s 1n view
of the camera 606 while operating in video mode. In another
example that does not include the IR emitter/detectors 602,
the camera 606 may be a high frame rate camera that
continuously operates in video mode and uses machine
learning to determine when a hydrometeor 1s focused 1n
view ol the camera 606, whereupon an 1mage of the hydro-
meteor 1s saved to computer memory and used to classity the
hydrometeor.

FIG. 7 1illustrates a computing device 710 on which
modules of this technology may execute. A computing
device 710 1s illustrated on which a high level example of
the technology may be executed. The computing device 710
may include one or more processors 712 that are 1n com-
munication with memory devices 720. The computing
device 710 may include a local communication interface 718
for the components in the computing device. For example,
the local communication interface 718 may be a local data
bus and/or any related address or control busses as may be
desired.

The memory device 720 may contain modules 724 that
are executable by the processor(s) 712 and data for the
modules 724. For example, the memory device 720 may
include a motion sensor controller module, a camera acti-
vation module, a light source activation module, an envi-
ronmental measurement module, and a hydrometeor classi-
fication module. The modules 724 may execute the functions
described earlier. A data store 722 may also be located 1n the
memory device 720 for storing data related to the modules
724 and other applications along with an operating system
that 1s executable by the processor(s) 712.

Other applications may also be stored in the memory
device 720 and may be executable by the processor(s) 712.
Components or modules discussed in this description that
may be implemented 1in the form of software using high
programming level languages that are compiled, interpreted
or executed using a hybrnid of the methods.

The computing device may also have access to 1/O
(1nput/output) devices 714 that are usable by the computing
devices. Networking devices 716 and similar communica-
tion devices may be included 1n the computing device. The
networking devices 716 may be wired or wireless network-
ing devices that connect to the internet, a LAN, WAN, or
other computing network.
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The components or modules that are shown as being
stored 1in the memory device 720 may be executed by the
processor(s) 712. The term “executable” may mean a pro-
gram file that 1s 1 a form that may be executed by a
processor 712. For example, a program in a higher level
language may be compiled into machine code 1n a format
that may be loaded nto a random access portion of the
memory device 720 and executed by the processor 712, or
source code may be loaded by another executable program
and interpreted to generate instructions 1 a random access
portion of the memory to be executed by a processor. The
executable program may be stored 1n any portion or com-
ponent of the memory device 720. For example, the memory
device 720 may be random access memory (RAM), read
only memory (ROM), flash memory, a solid state drive,
memory card, a hard drive, optical disk, floppy disk, mag-
netic tape, or any other memory components.

The processor 712 may represent multiple processors and
the memory 720 may represent multiple memory units that
operate 1n parallel to the processing circuits. This may
provide parallel processing channels for the processes and
data 1n the system. The local interface 718 may be used as
a network to facilitate communication between any of the
multiple processors and multiple memories. The local inter-
face 718 may use additional systems designed for coordi-
nating communication such as load balancing, bulk data
transfer and similar systems. Furthermore, the memory
device can be used to store collected images and data for
later processing by a respective processor. The processor can
be physically housed within the system, or can be provided
by transierring collected data to a separate processor (e.g.
desktop or mobile computer).

While the flowcharts presented for this technology may
imply a specific order of execution, the order of execution
may differ from what 1s illustrated. For example, the order
of two more blocks may be rearranged relative to the order
shown. Further, two or more blocks shown 1n succession
may be executed 1n parallel or with partial parallelization. In
some configurations, one or more blocks shown 1n the tflow
chart may be omitted or skipped. Any number of counters,
state variables, warning semaphores, or messages might be
added to the logical flow for purposes of enhanced utility,
accounting, performance, measurement, troubleshooting or
for similar reasons.

Some of the functional units described 1n this specifica-
tion have been labeled as modules, 1n order to more par-
ticularly emphasize their implementation independence. For
example, a module may be implemented as a hardware
circuit comprising custom VLSI circuits or gate arrays,
ofl-the-shelf semiconductors such as logic chips, transistors,
or other discrete components. A module may also be 1imple-
mented in programmable hardware devices such as field
programmable gate arrays, programmable array logic, pro-
grammable logic devices or the like.

Modules may also be implemented 1n software for execu-
tion by various types of processors. An 1dentified module of
executable code may, for instance, comprise one or more
blocks of computer instructions, which may be organized as
an object, procedure, or {function. Nevertheless, the
executables of an 1dentified module need not be physically
located together, but may comprise disparate instructions
stored 1n different locations which comprise the module and
achieve the stated purpose for the module when joined
logically together.

Indeed, a module of executable code may be a single
instruction, or many instructions and may even be distrib-
uted over several different code segments, among different
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programs and across several memory devices. Similarly,
operational data may be 1dentified and illustrated herein
within modules and may be embodied 1n any suitable form
and organized within any suitable type of data structure. The
operational data may be collected as a single data set, or may
be distributed over different locations including over differ-
ent storage devices. The modules may be passive or active,
including agents operable to perform desired functions.

The technology described here may also be stored on a
computer readable storage medium that includes volatile and
non-volatile, removable and non-removable media 1mple-
mented with any technology for the storage of information
such as computer readable instructions, data structures,
program modules, or other data. Computer readable storage
media include, but 1s not limited to, non-transitory media
such as RAM, ROM, EEPROM, flash memory or other
memory technology, CD-ROM, digital versatile disks
(DVD) or other optical storage, magnetic cassettes, mag-
netic tapes, magnetic disk storage or other magnetic storage
devices, or any other computer storage medium which may
be used to store the desired information and described
technology.

The devices described herein may also contain commu-
nication connections or networking apparatus and network-
ing connections that allow the devices to communicate with
other devices. Communication connections are an example
of communication media. Communication media typically
embodies computer readable instructions, data structures,
program modules and other data in a modulated data signal
such as a carrier wave or other transport mechanism and
includes any information delivery media. A “modulated data
signal” means a signal that has one or more of its charac-
teristics set or changed in such a manner as to encode
information i the signal. By way of example and not
limitation, communication media includes wired media such
as a wired network or direct-wired connection and wireless
media such as acoustic, radio frequency, inirared and other
wireless media. The term computer readable media as used
herein includes communication media.

Reference was made to the examples illustrated 1n the
drawings and specific language was used herein to describe
the same. It will nevertheless be understood that no limita-
tion of the scope of the technology i1s thereby intended.
Alterations and further modifications of the features illus-
trated herein and additional applications of the examples as
illustrated herein are to be considered within the scope of the
description.

Furthermore, the described features, structures, or char-
acteristics may be combined in any suitable manner 1n one
or more examples. In the preceding description, numerous
specific details were provided, such as examples of various
configurations to provide a thorough understanding of
examples of the described technology. It will be recognized.,
however, that the technology may be practiced without one
or more of the specific details, or with other methods,
components, devices, etc. In other instances, well-known
structures or operations are not shown or described 1n detail
to avoid obscuring aspects of the technology.

Although the subject matter has been described 1n lan-

guage specific to structural features and/or operations, it 1s
to be understood that the subject matter defined in the
appended claims 1s not necessarily limited to the specific
teatures and operations described above. Rather, the specific
teatures and acts described above are disclosed as example
forms of implementing the claims. Numerous modifications
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and alternative arrangements may be devised without
departing from the spirit and scope of the described tech-

nology.

What 1s claimed 1s:

1. A computer implemented method, comprising:

receiving an image of a hydrometeor captured using a
camera included 1n a hydrometeor classification device;

identifying the hydrometeor 1n the 1image, using a hydro-
meteor classification device processor;

analyzing the hydrometeor represented in the image to
determine hydrometeor characteristics associated with
the hydrometeor, using the hydrometeor classification

device processor;

obtaining environmental measurements from environ-
mental sensors located 1n proximity to the camera in the
hydrometeor classification device and recorded sub-
stantially contemporaneously with the image, using the
hydrometeor classification device processor;

constructing a feature vector using the hydrometeor char-
acteristics and the environmental measurements, using
the hydrometeor classification device processor; and

inputting the feature vector to a classification model used
to classify the hydrometeor, using the hydrometeor
classification device processor, wherein the classifica-
tion model outputs a classification for the hydrometeor
using the feature vector.

2. A method as 1 claam 1, wherein identifying the
hydrometeor 1n the image further comprises,

determining a threshold for the image using a threshold-

ing technique;

detecting contours of the hydrometeor 1n the image using

an edge detection techmque that uses the threshold for
the 1mage; and

identifying the contours of the hydrometeor that are in

focus 1n the 1mage.

3. Amethod as 1n claim 2, further comprising determining,
regions of the image having inter-pixel brightness variability
that 1s greater than the threshold for the image to 1dentify the
contours of the hydrometeor that are 1n focus.

4. A method as 1in claim 1, wherein characteristics asso-
cliated with the hydrometeor includes one or more of:
hydrometeor shape, hydrometeor size, hydrometeor {fall
speed, hydrometeor brightness, and hydrometeor internal
variability.

5. A method as 1n claim 1, wherein the environmental
measurements obtained from the environmental sensors
includes at least one of: environmental temperature, envi-
ronmental relative humidity, environmental dew point tem-
perature, wind direction, atmospheric pressure, or precipi-
tation accumulation.

6. A method as 1n claim 1, wherein the feature vector
includes at least one of: mean 1ntensity of the hydrometeor,
variance ol the hydrometeor, inter-pixel brightness variabil-
ity, perimeter of the hydrometeor, slope of an azimuthally
averaged power spectrum of the hydrometeor fall Speed of
the hydrometeor number ol separate regions in the 1 Image
that are 1n focus, environmental relative humidity, or envi-
ronmental temperature.

7. A method as in claim 1, wherein the classification
model 1s a machine learning model or tuzzy logic model.

8. A method as 1n claim 1, wherein classifications output
by the classification model includes at least one of: drizzle,
rain, ireezing rain, freezing drizzle, freezing fog, freezing
rain, 1ce crystals, hail graupel, snow, snow grains, ice pellets,
snow pellets, blowing snow, or mixed precipitation.
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9. Amethod as 1n claim 1, further comprising determining,
visibility using a contrasting black and white image captured
with near-infrared light using the camera.

10. A method as 1n claim 9, wherein determining visibility
turther comprises analyzing the contrasting black and white
image to determine a presence of fog or haze.

11. A method as in claim 1, wherein receiving the 1image
of the hydrometeor captured using a camera further includes
determining a presence of the hydrometeor using motion
sensing to determine presence of the hydrometeor located at
a predetermined location 1n order to trigger the camera.

12. A method as 1n claim 1, wheremn the hydrometeor
includes at least one of: a snowtlake, raindrop, hail, or dust.

13. An apparatus comprising:

a motion sensor controller configured to control a motion
sensor and to generate a camera activation signal when
the motion sensor senses motion;

a camera activation module 1n communication with the
motion sensor controller, wherein the camera activation
module 1s configured to receive the camera activation
signal and activate a camera to capture an 1mage of a
hydrometeor;

an environmental measurement module configured to
obtain environmental measurements from a plurality of
environmental sensors that are located 1n proximity to
the camera and are recorded substantially contempora-
neous with the image of the hydrometeor using the
camera; and

a hydrometeor classification module configured with
istructions that, when executed by a processor, output
a classification for the hydrometeor using a classifica-
tion model, wherein a feature vector constructed using
hydrometeor characteristics obtained from the image of
the hydrometeor and the environmental measurements
obtained from the environmental measurement module
1s 1nputted to the classification model.

14. An apparatus as in claim 13, further comprising a light
source activation module 1n communication with the motion
sensor controller and the camera activation module, wherein
the light source activation module 1s configured to receive
the camera activation signal and in response activate a
flashing light source to provide a flash of light 1n synchro-
nization with 1image capture by the camera to illuminate the
hydrometeor when 1images of the hydrometeor are captured.

15. An apparatus as 1n claim 14, wherein the flashing light
source that provides the flash of light further comprises, a
pair ol infrared light emitters and a pair of corresponding
inirared light detectors that detect hydrometeors within a
field of view of the camera.

16. An apparatus as 1n claim 14, wherein the flashing light
source that provides the flash of light further comprises, a
pair ol infrared laser diode emitters and a pair of corre-
sponding infrared laser detectors that detect hydrometeors
within a field of view of the camera.

17. An apparatus as 1n claim 14, wherein the light source
activation module 1s further configured to receive the camera
activation signal as a result of the hydrometeor passing
through a detection region comprising an upper trigger area
and a lower trigger arca formed using motion sensor arrays,
wherein triggering the upper trigger area starts a timer and
triggering the lower trigger area stops the timer and causes
the camera activation signal to be sent.

18. A system comprising;:

a Processor;

a memory device including instructions that, when

executed by the processor, cause the system to:
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receive an 1mage ol a hydrometeor within an area defined
by motion sensors that 1s captured using a camera;
identily the hydrometeor in the 1mage;
analyze the hydrometeor represented in the image to
determine hydrometeor characteristics associated with 5
the hydrometeor;
obtain environmental measurements from environmental
sensors located 1n proximity to the camera and recorded
substantially contemporaneously with the 1mage;
construct a feature vector using the hydrometeor charac- 10
teristics and the environmental measurements; and
input the feature vector to a classification model used to
classity the hydrometeor, wherein the classification
model outputs a classification for the hydrometeor
using the feature vector. 15
19. A system as 1n claim 18, wherein the memory device
includes instructions that, when executed by the processor,
causes the system to calculate a size of the hydrometeor
based 1n part on a distance of the camera to the area defined
by the motion sensors. 20
20. A system as in claim 18, wherein the classification
model 1s a machine learning model or tuzzy logic model.
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