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SYSTEM AND METHOD FOR DISTRIBUTED
RULE-BASED SEQUENCING ENGINE

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application claims the benefit of U.S. Provisional
Patent Application No. 62/037,625, filed Aug. 135, 2014, the
entirety ol which 1s incorporated by reference herein.

FIELD OF THE PRESENT INVENTION

The present invention relates to data analysis and
sequence generation on parallel computing systems

BACKGROUND

In customer engagement analytics platforms, sequencing,
may be a process of grouping customer interactions accord-
ing to the interactions’ timelines. A sequence of interactions
may describe the journey or story of a customer as he or she
secks to resolve an 1ssue with a business or service. Busi-
nesses may use these sequences to understand how best to
improve 1ts services or goods or how to better serve cus-
tomer 1ssues with a product. Sequencing or grouping inter-
actions may be based on pre-defined rules that describe
which 1nteractions should be sequenced together. The rules
may describe the types or channels of interactions which are
part of a sequence and may describe interactions which
occur 1n a specific time frame or period, or which resolve a
particular 1ssue (e.g., a billing mistake or a product defect).
Several rules may be used to determine whether interactions
describe one sequence or whether the interactions describe
a diflerent sequence or journey.

Sequencing of interactions may typically be limited to a
specific 1interactions channel, such as an electronic commu-
nication format (e.g., a sequence may only describe email
interactions or only phone interactions). The rules that
govern the sequencing process may require further devel-
opment or programming to accommodate new interaction
types on, for example, a new channel (e.g., a SMS-based
interaction) or a new 1ssue (e.g., problems based on a new
product launch). Scaling the sequencing process may be
limiting when large amounts of interaction data must be
sequenced. Moreover, 1t may be diflicult to track key per-
formance i1ndicators (KPI’s) across interactions placed 1n
different sequences.

SUMMARY

A computing device including a processor and memory
may receive input from a user to define one or more
sequence types, each sequence type based on a time frame.
A distributed computing system may receive interaction data
on a plurality of computing nodes and describing an inter-
action event between a customer and an agent. Interactions
can also describe a self-service event such as IVR or Web.
The one or more computing nodes may associate the
rece1ved interaction event with the customer’s 1dentifier 1n a
customer history table, wherein the customer history table
stores historical interaction events for the customer. Further,
the computing nodes may assign the received interaction
event to a sequence, based on the defined one or more
sequence types.

BRIEF DESCRIPTION OF THE DRAWINGS

The subject matter regarded as the mvention 1s particu-
larly pointed out and distinctly claimed 1n the concluding
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2

portion of the specification. The mnvention, however, both as
to organmization and method of operation, together with

objects, features, and advantages thereof, may best be under-
stood by reference to the following detailed description
when read with the accompanying drawings in which:

FIG. 1 1s an 1illustration of a system for generating
sequences from interaction data, according to embodiments
of the mvention.

FIG. 2 a diagram of data flow between an interactions
service and a sequencing service, according to embodiments
of the mvention.

FIG. 3 1s a flow diagram during a sequencing runtime
method, according to embodiments of the invention.

FIG. 4 1s an illustration of building sequences from
received interaction events, according to embodiments of
the 1nvention.

FIG. 5 1s a graphical user interface presenting customer
sequence data, according to embodiments of the invention.

FIG. 6 depicts a flow chart illustrating a method of
generating sequences, according to embodiments of the
ivention.

It will be appreciated that for simplicity and clarity of
illustration, elements shown 1n the figures have not neces-
sarily been drawn to scale. For example, the dimensions of
some of the elements may be exaggerated relative to other
clements for clarity. Further, where considered appropriate,
reference numerals may be repeated among the figures to
indicate corresponding or analogous elements.

DETAILED DESCRIPTION

In the following description, various aspects of the pres-
ent invention will be described. For purposes of explanation,
specific configurations and details are set forth 1n order to
provide a thorough understanding of the present invention.
However, it will also be apparent to one skilled 1n the art that
the present mnvention may be practiced without the specific
details presented herein. Furthermore, well known features
may be omitted or simplified in order not to obscure the
present mvention.

Unless specifically stated otherwise, as apparent from the
following discussions, 1t 1s appreciated that throughout the
specification discussions utilizing terms such as “process-
ing,” “computing,” “calculating,” “determining,” or the like,
refer to the action and/or processes of a computer or com-
puting system, or similar electronic computing device, that
mampulates and/or transforms data represented as physical,
such as electronic, quantities within the computing system’s
registers and/or memories into other data similarly repre-
sented as physical quantities within the computing system’s
memories, registers or other such information storage, trans-
mission or display devices.

When used herein, the “web™ may refer to the World Wide
Web, which may include the Internet and/or an Intranet. The
web may be used interchangeably with the Internet and/or
Intranet, as the web 1s a system of interlinked hypertext
documents and programs (e.g., VOIP (voice over Internet
protocol) telephone programs, streaming media programs)
accessed via the Internet and/or Intranet.

When used herein, a “distributed” file system or comput-
ing system may include any cluster or network of computers
used to perform computing tasks, such as logic, processing,
reading/writing of data, or other tasks. The network of
computers may be connected through an internal intranet or
public internet. The network of computers may be connected
to a central or master processor which assigns tasks to each
computer on the network, or node. Fach computer may

i 4 4
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turther include their own processors to perform tasks locally.
Distributed processing systems may be especially suitable
for processing large data sets, since the tasks distributed on
cach node may be processed in parallel. A programming
model for processing large data sets on distributed systems
may be the map-reduce method, a well-known method in the
prior art. The map-reduce method may include steps of
“mapping”’ mput data into smaller units to be processed
across multiple computing nodes and then “reducing” the
processed put to form output data. Mapping operations
may 1nclude filtering and sorting data across computer
nodes, and reducing may include aggregating the processed
data units from the computing nodes and outputting the
combined data. According to embodiments of the invention,
a data processing or management system may receive and
process 1nteraction data on a distributed file system, and
turther generate or determine sequences from the interaction
data. The distributed file system may utilize a plurality of
computing nodes. Many distributed filing systems exist,
including, for example, the Hadoop framework. Hadoop
may provide a software framework that allows for the
distributed processing of large data sets across clusters of
computers using a simple programming model. Hadoop may
be designed to scale up from a single server to thousands of
machines, each offering local computation and storage.
Instead of relying on the hardware of a few computers to
deliver high-availability services, the Hadoop framework
may detect and handle failures at the application layer, thus
allowing a highly-available service on top of a cluster of
computers, each of which may have rnisks for failures.
Further, performance may be linearly scaled based on how
many nodes are utilized 1n processing. For example, adding
nodes may reduce performance time 1n a linear and predict-
able manner. HBase 1s a distributed and scalable database
which may be used to mmplement embodiments of the
invention; HBase may allow hosting of very large tables,
¢.g. billions of rows by millions of columns, on distributed
memory devices.

Embodiments of the invention may use a distributed file
system or a distributed computing system to build, generate,
or determine sequences from a large data set describing one
or more interaction events. A distributed rule engine, e.g., a
rule engine or system that 1s implemented on a distributed
computer system may evaluate defined rules to evaluate
interaction events and build or generate sequences based on
the rules. The interaction may be stored on a distributed file
system using HDFS, for example, and a sequencing process
may occur over multiple computing nodes using a Hadoop
map/reduce programming model, for example. The sequenc-
ing process according to embodiments of the invention may
be able to process interactions from diflerence sources in
different formats without any code change. Embodiments of
the invention may provide easy configuration for both input
channels and sequencing rules. Moreover, processing these
interactions using an embedded rule engine on distributed
cluster nodes may enable sequencing of very large data 1n a
few minutes. Interactions may be where two or more parties
exchange information with each other over an electronic
medium, (e.g., email, telephone, website lookup) and may
be for the purposes of a transaction, complaints, a request,
or information gathering, for example. An interaction can
also be a self-service interaction.

A sequence may be a group ol one or more nteraction
events mvolving or mncluding the same customer. The 1nter-
action events when 1n the sequence may be in chronological
order, from earliest to latest, for example. The group of
interaction events may be deemed or determined to be a
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4

sequence based on interrelated or common attributes of the
interaction events. For example, the interaction events which
are grouped 1nto one sequence may have the same subject or
contact reason, such as a billing question, a complaint, a
technical problem, or general feedback. Or, interaction
events grouped 1nto a sequence or journey may involve or
include the same agent assisting the customer through
different contact reasons. Diflerent sequences may be deter-
mined or generated based on defined sequence types. A
sequence type may be defined based on, at least a time frame
or time period for a sequence, ¢.g., three days, a week, or a
month. Other time frames may be possible. A defined time
frame or period may help to limit the number of historical
interaction events to process 1n order to generate a sequence.
A sequence type may further be defined, described, or
expressed based on one or more communication channels of
interaction events, a contact reason, sentiment, transaction
amount, or other attributes that describe an interaction event.
Sequences may describe a “journey” or provide a narrative
for how a customer resolves various 1ssues. Sequences may
be further analyzed using key performance indicators
(KPI’s), which may further allow businesses to predict
customer behavior based on cross-channel interaction
sequences over all of their customer data.

Interactions may be recorded or stored that take place
between a customer and one or more agents or service
representatives over different multiple communication chan-
nels, such as the customer accessing an online support
website, calling a call center, text messaging (communicat-
ing via text messaging), or through social media websites
such as the Facebook social networking service, the Twitter
social networking service, or the Foursquare social network-
ing service, for example. The recorded interactions may
have many different media types, such as, voice recordings,
SMS messages, text messages, web screenshots, etc. The
recorded interactions may be stored as raw data or may be
processed, for example, by extracting information from the
interactions according to predefined rules and known ana-
lytical methods such as text or speech processing. An
interaction via the Internet between two parties may be any
communication occurring between devices via the Internet.
The interaction performed by devices may facilitate com-
munication between two parties which are human users,
such as a customer and a service representative, or allow a
user to access content or media on the web, and may be
between a human and a party which 1s an automated process
(e.g., some 1nteractions may only have one participant). For
example, a user or customer may have questions about a
service, and ask questions to a chat bot or automated
chatting service that provides answers to the customer. A
single user may also be one party interacting with another
party that 1s a computer or device controlled by an organi-
zation, such as by completing a survey. Communication
between people on the Internet may include e-mail mes-
sages, 1nstant messaging, blogging, VOIP or posting mes-
sages on social networking websites. Each of these may be
defined as different communication channels, or they may be
grouped and defined as an Internet communication channel.
Accessing content on the web may include browsing news
websites, accessing video content, or downloading music
content. Other forms of interactions may occur between
parties. Although some embodiments are directed to inter-
actions between a customer and an agent or customer service
representative, the sequencing process disclosed may be
applied to other kinds of interactions across different com-
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munication channels, such as interactions during transac-
tions, or multi-party discussions and negotiations between
businesses.

In an interaction, two or more people (e.g., a customer and
an agent) may exchange information electronically, or a
person may exchange information with an automated pro-
cess such as a chat bot. The interactions may occur across
different types of commumcation channels including, for
example, Internet, Intranet, public network, private network,
local area network, wide area network, messaging via text
messaging, short message service (SMS) messaging, e-mail
messaging, blogs or micro-blogs, radio, and telephone or
calling channels. Interactions may be recorded as raw 1inter-
action data and processed into individual interaction events.
Raw interaction data may be extracted or processed infor-
mation from each interaction, according to known content
analysis methods, such as text and speech extraction. Raw
interaction data may include metadata or content from the
interaction. If the interaction occurs over the Internet, for
example, the raw interaction data may be extracted from IP
data packets or html, for example. Raw interaction data may
result from speech processing the recording of an interac-
tion, such as a call over the telephone, or text processing a
conversation over Twitter, for example. The raw interaction
data may be processed into interaction events so that 1t can
be read, evaluated, and sequenced by embodiments of the
system and method described herein. The interaction events
may be a segment or fragment of an interaction (or, may
describe the entire interaction) and may include distilled
information from the interaction, such as a customer iden-
tification (ID), agent 1D, start time, end time, communica-
tion channel, sentiment, contact reason, whether an 1ssue
was resolved, or other attributes of the interaction. Since
interaction events with the same customer may occur con-
temporaneously over diflerent communication channels, or
multiple 1nteraction events may occur successively in one
interaction, the interaction events may optionally be grouped
into an interaction session. For example, an interaction
involving one customer may include two telephone calls
with two different agents on one channel, a web-browsing,
session which may take place on a second channel, and a text
interaction which may take place on a third channel. Since
these four interaction events may occur i a short time
frame, e.g., within ten minutes, these four interaction events
may optionally be grouped into an interaction session. The
interaction events or session may be assigned to a sequence,
depending on defined sequence types.

FIG. 1 1s an illustration of a system 100 for generating
sequences from interaction data, according to embodiments
of the mvention. Data processing system 100 may receive
interaction data 114 generated by interactions between a
customer service representative 116 and a customer 1164,
116b. Other types of parties may interact and generate
interaction data 114 from recorded interactions. The inter-
action data 114 may be generated through multiple types of
communication channels, such as via telephone lines (as
shown between customer 116a and representative 116) or
via the Internet or web (as shown between customer 1165
and representative 116), or both channels. Other channels
may be used, such as VOIP or facsimile, for example. The
interaction data may be received and saved in a distributed
storage system 118 such as a distributed memory system or
distributed database runming HBase, for example. The dis-
tributed storage system 118 may store the interaction data
across multiple computing nodes 118# for later evaluation,
or the interaction data 114 may be immediately distributed
for evaluation. The distributed storage system 118 may
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6

include a master node 118m that distributes the task of
writing the interaction to a local storage across the nodes
118m. The master node 118 may 1nclude a local processor
118a and memory 1185 to distribute computing tasks. Each
computing node 1187 included 1n distributed storage system
118 may include a local processor and memory similar to
master node 118m. The stored interaction data may be
loaded (e.g. transferred to and/or stored in) across other
computing or evaluation nodes 119 used for evaluation, for
example. Each computing node 119 may include a local
processor 119a and memory 1196 for executing software
loaded from the rule engine 113 to evaluate or apply
sequencing rules to the distributed interaction data.

During a configuration phase 103, a computer 101,
including a processor 101la and memory 1015, may be
accessed by a user, engineer, or analyst to define schemas of
interaction data 1n a schema manager 104. The analyst may
write schemas 1n a markup language such as XML (exten-
sible markup language), and input or edit the files into the
schema manager 104. A schema may be a template of
interaction data that lists common characteristics, attributes,
or structure of different types of interaction data. Schemas
may be edited or changed more easily than source code for
processing new types of interaction data, due to mheritance
hierarchies. The schema manager 104 may include a user
interface. Computer 101 may further use an application to
define sequence types 106 or rules 107 that define what
kinds of interaction events may be grouped into a sequence.
The sequence types 106 and rule 107 may be based on the
schemas, which hierarchically define characteristics and
attributes for different types of interactions. Sequence types
may also be written 1 an XML language and include
different or attributes categories of interactions that describe
or define sequences. The categories or attributes to include
in a sequence type may depend on which customer journeys
are valuable or detrimental to a business. For example, the
sequence types may describe or be based on a time frame or
time period, contact reason or category, and communication
channels of interaction events which may be grouped
together as a sequence. A sequence that 1s important to a cell
phone service company may be groups of email and phone
call interactions which result 1n a customer’s cancellation of
service. A business analyst may include these attributes or
characteristics 1n a XML file representing a sequence type.
Other logic may be written to the XML file to define,
describe, or express a sequence type. Logic operations may
include “and”, “or”, “not”, sequence operators (e.g., emails
occurring prior to phone calls.

The rules 107 may define or describe algorithms to
calculate or determine key performance indicators (KPI’s)
over the 1nteraction events 1n the sequences. The rules may
calculate the KPI’s for each interaction event or for each
generated sequence. The application for defining sequence
types 106 and rules 107 may include a graphical user
interface for editing and creating the rules, so that the user
of computer 101 may not be required to have a technical
background. The rules 107 may further be used to define
export schema of the sequencing service, so that difierent
clients (e.g. a client application computing device 130 can
receive a different set of results from the same sequencing
rule engine. The schema manager 104 and the application
for defining sequence types 106 and rules 107 may run or be
executed on the same computer or device. For every schema
created, a class, such as a Java class, may be generated or
created that defines methods and characteristics that an
instance of the class would have. Other classes may be
created based on the object-oriented programming language
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utilized, such as C++, or C#, for example. In other embodi-
ments, classes need not be used. Based on the sequences
types 106 and rules 107 created, code, programs, or methods
may be generated or created that use the generated class to
apply the rules or sequences types to interaction data More
detailed information may be found in, for example, U.S.
Patent Publication 2014/0280172, incorporated herein by
reference. The generated code based on the defined schemas,
sequence types, and rules may be stored 1n a database or
storage 110, which may execute HBase, on processor or
distributed processors 110a and memory or distributed
memory 1105.

During runtime mmtialization, the generated code stored in
storage 110 may be loaded to (e.g. transferred to and/or
stored 1n) the rule engine 113, which may run or be executed
on each computing node 119. The generated code loaded to
rule engine 113 may apply sequence types or KPI rules to the
interaction data distributed across each computing node 119.
The received interaction data may be mapped or distributed
across several computing nodes 119 for evaluation.

During a sequencing runtime phase 111, an interaction
service may initially implement a map-reduce algorithm or
other algorithm to process the received interaction data 114
into interaction events based on, for example, the schemas 1n
storage 110. The interaction service may store the interaction
events 1n database 118, for example. The interaction service
may send a message to a message queue (e.g., active
message queue 208 1n FIG. 2) which distributes messages to
a sequencing service 111. Daistributed file system 118 may
distribute processing ol interaction data across multiple
computing nodes 119 to map the interaction events to
customers and sessions 122 through parallel processing. The
computing nodes 119 may be diflerent from nodes 118 or
they may use the same processing resources. The computing,
nodes 119 may each have local processors 1194 and memory
11956. The sequencing service 111, via computing nodes 119,
may save the interaction events to a customer history table
124, which may save and sort all received interaction events
for example by customer ID and 1n chronological order (e.g.,
carliest to latest) according to, for example, the start time of
the interaction event. The computing nodes 119 may further
retrieve or load 126 a subset of previous or historical
interaction events for each customer involved 1n the received
interaction events. The subset may be retrieved from data-
base 118. The subset of interaction events may include
interaction events occurring within a maximum time frame
described by the sequence types 106. For example, 11 two
sequence types are defined with a time frame of 3 days and
7 days respectively, a maximum time frame of the sequence
types may be 7 days. The subset ol interaction events
retrieved from customer history may thus be the previous 7
days of customer history instead of, for example, the pre-
vious 2 years of customer history. Alternatively, a maximum
time frame for a subset of interaction events may be explic-
itly defined by a user.

The retrieved subset of historical interaction events for
cach customer and the interaction events from received
interaction data 114, may be mapped into sequences 128,
based on the defined sequence types 106. Each sequence
may 1include a sequence identifier associated with one or
more 1nteraction events ordered chronologically. The
sequence may be represented by a row 1n a table or database
or by a linked list, for example. Each generated sequence
result may be written to and stored in distributed storage
system 120 via parallel processing. Each evaluation node
119 may, 1n parallel, write to local storage (e.g., 1195) on
cach node 119, or may write the data to another distributed
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storage system 120. The distributed storage system may
store each sequence and 1ts associated interaction events
across different storage nodes 120n. A master node 120
may communicate with all the different storage nodes 120z
and distribute tasks across nodes 1207n. Alternatively, dis-
tributed storage system 118 and 120 and evaluation nodes
119 may be part of the same distributed {file system or be split
into multiple other storage systems.

The stored sequences may be exported to a computing
device 130 with a graphical user interface 132 (and dis-
played on a monitor, for example). The computing device
130 may be connected or coupled to the distributed storage
system 120 and may execute or run client applications that
identify or illustrate trends 1n a business’s customer service.
The client applications may further allow other KPI calcu-
lations or data analysis to optimize 1ts customer service
structure and management.

Computers 101, 116, 118 and 120 may each include one
or more controller(s) or processor(s) 101a, 1164, 118a and
120a, respectively, for executing operations and one or more
memory unit(s) 1015, 1165, 1185 and 1205 respectively, for
storing data and/or instructions (e.g., software) executable
by a processor. Processors 101a, 108aq, and 114a may
include, for example, a central processing unit (CPU), a
digital signal processor (DSP), a microprocessor, a control-
ler, a chip, a microchip, an integrated circuit (IC), or any
other suitable multi-purpose or specific processor or con-
troller. Memory unit(s) 1015, 1165, 11856 and 12056 and/or
local caches and memory in cluster nodes 1187, 1207, and
119 may include, for example, a random access memory
(RAM), a dynamic RAM (DRAM), a flash memory, a
volatile memory, a non-volatile memory, a cache memory, a
bufler, a short term memory unit, a long term memory unit,
or other suitable memory units or storage units. Computers
101 and 116 may include one or more mput devices, for
receiving input from a user or agent (e.g., via a pointing
device, click-wheel or mouse, keys, touch screen, recorder/
microphone, other input components) and output devices for
displaying data to a customer and agent, respectively.

FIG. 2 1s a diagram of data flow between an interactions
service 202 and a sequencing service 204, according to
embodiments of the invention. Interactions service 202 may
receive a batch of raw interaction data 201 representing or
describing interactions between customers and agents. The
interactions service 202 may process the interaction data 201
into interaction events by, for example, extracting informa-
tion according to predefined rules (e.g., categorization rules)
and known analytical methods (e.g., speech processing). The
interactions service 202 may load the interactions data 201
and stores it 1n a distributed database. The interaction events
may be stored 1n a separate distributed database 206 using
Hbase, for example. Once the interaction events are
extracted, the interactions service 202 may send a message
to a message queue 208 (e.g., active message queue) about
a new 1nteractions batch. The sequencing 204 service may
be listening or monitoring the message queue for a message
regarding the new batch of interactions. Once this message
1s received the sequencing service 204 may begin the
sequencing process. The sequencing service 204 may be
implemented by, for example, rule engine 113 1 FIG. 1,
which may be executed or run on a plurality of computing
nodes (e.g., computer nodes 119).

Sequencing service 204 may include a journey manager
module 210 which may perform a map/reduce job (e.g.,
using the Hadoop software framework). The map/reduce job
may group interaction events into mteraction sessions, move
interaction events’ metadata (e.g., agent, categories etc.) to
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the grouped sessions’ level, aggregate the sessions by cus-
tomer and save them in customer history tables (e.g., data-
bases). The map/reduce job may create and fill a customer
update table and send 1t to a sequence manager module 216.
In a mapping phase 211, a journey builder 212 sub-module
may aggregate iteraction segments or events into complete
sessions and move event metadata, such as agent, categories,
and content data, to the complete level. In a reduce phase
213, journey writer 214 sub-module may aggregate the
sessions by customer and write new interaction events to the
customer history table and to a customer update table. A
customer history table may include all the historical inter-
action events involving each customer. The customer history
table may group together all interaction events associated
with the same customer and order them chronologically.
Each row of the table may represent an interaction event and
include a key ID that 1s a concatenation of a Customer
Profile ID, Session Start Time, Event Type, and optionally,
a Session ID. The interaction event may further include
other metadata or column values associated with the event’s
key ID. The column values or metadata may include, for
example (other or different data may be included):

System ID—the ID of the external system from which the
interaction arrived

Session ID—the interaction (session) 1D

Channel type ID—the ID of the channel (Voice, Web,
Email etc.)

Duration—the duration of the interaction 1in milliseconds,
calculated by the difference between end time and start
time

End time UTC (Coordinated Universal Time)—the end
time of the interaction

Start time UTC—the start time of the interaction

Contact Reason ID—reason for interaction between cus-
tomer and agent, such as technical problem, billing
question, compliment, feedback, or other reasons

Other metadata or columns may be present 1n the customer
history table. The columns may be defined by, for example,
schemas, using a schema manager (e.g., schema manager
104 1n FIG. 1).

The customer update table or database may be a tempo-
rary table that the next module, a sequence manager module
216, reads as an input. Journey writer 214 may write all
newly receirved interaction events to the customer update
table based on a new batch of interaction data 201. Each row
in the customer update table may describe or represent the
new 1interaction events associated with a customer. The first
column, for example, may identify the customer (with a
customer 1D, for example), and the second column to nth
column may 1dentity the start times of each new interaction
event (e.g., n interaction events).

Sequence manager module 216 may receive the customer
update table from journey manager module 210 and build
sequences based on the customer update table and customer
history table stored in distributed database 206. Sequence
manager module 216 may include four sub-modules (other
modules and number of modules may be possible). Data
enricher 218 sub-module may update a customer profile with
the new 1nteraction events. A customer profile may be an
object that includes all customer data, interaction events,
sequences, sequence types and categories associated with
cach customer. The customer profile may provide sequence
builder 220 all available information about the customer so
that 1t can build sequences based on any criteria (e.g., criteria
defined by sequence types). Data enricher 218 may enrich
customer or agent attributes or characteristics based on the
new interaction events.
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Sequence builder 220 may create or generate the
sequences based on the predefined sequence types and rules.
For example, the sequence types may define a sequence as
all interactions which are 3 days apart from each other.
Another sequence type may define a sequence with only
voice channel interactions that are 7 days apart from each
other. Other logic and rules may be used 1n a sequence type,
such as excluding all contact reasons that are related to
billing 1ssues. A sequence finalizer sub-module 222 may
apply additional logic on the sequences to add dynamic or
calculated fields determined by defined KPI’s. One example
of a KPI may be a FCR rule, or First Contact Resolution rule,
indicating whether the agent handled the customer problem
on the current interaction. This rule may also be customized:
for example, if the agent who handled the first call 1s 1n a
lower senionty level than the agent which handled the next
call than the call sequence may still be counted as FCR. A
sequence writer sub-module 224 of the sequence manager
module 216 may write the determined sequences to a
sequence update table. A sequence exporter module 228 may
export sequences from the sequence update table to different
client applications that present sequences to business ana-
lysts and may write sequences to other files, depending on
the needs of client applications.

Sequence manager 216 may use the customer update table
or database by first reading the customer ID of each row 1n
the table. Using for example the customer ID, sequence
manager 216 may access the customer history table for the
identified customer and retrieve or fetch only relevant inter-
action events according to a maximum time frame or time
pertod as defined by the sequence types. The sequence
builder 220 may build the sequences based on defined
sequence types by comparing attributes or characteristics
between the retrieved interaction events (which include the
newly received interaction events). For example, 1 a
sequence type 1s defined as including all IVR (Interactive
Voice Response) interactions and social media interactions
within 5 days regarding returning a bought 1tem, sequence
builder 220 may read all IVR and social media interaction
events relevant to returning bought i1tems. The sequence
writer 224 may then write each sequence to a sequence
update table, where each row may be a sequence including
a sequence ID and associated interaction events 1n chrono-
logical order. The sequence 1D may be a concatenation of
Customer Profile ID, Sequence Type, and/or Timestamp.

The table structure for the sequence table and customer
update table may be dynamic, e.g., there may not be a
specified number of columns. The tables may be stored in or
as a database, and other forms for storing this and other
information described herein may be used. Each table may
store the interaction as 1t was configured by the analyst 1n
accordance with the business needs. In some embodiments
a dynamic structure may be achieved for example due to the
No-SQL nature of HBase, and allows the introduction of
new fields to the interactions without any code changes or
schema changes. A dynamic structure may further provide
the ability to store cross channel interactions i1n the same
table, e.g., a voice channel interaction including start time
and duration fields and an Email interaction including sub-

60 ject and body fields. The only common field between these
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interactions may be a unique sequence ID. Some embodi-
ments need not use HBase.

While specific services and modules are described herein,
in other embodiments the functionality of methods accord-
ing to embodiments of the invention may be performed by
other sets of modules and services. The processors 118a,
1194, and 120a may be configured to carry out methods
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according to embodiments of the invention described herein.
The tunctionality of services (e.g., sequencing service 204
and interactions service 202) and modules (e.g., journey
manager 210, sequence manager 216) may be carried out by
processors 119a or 118a or computing nodes 119, for
example.

FIG. 3 1s a flow diagram showing execution during a
sequencing runtime method, according to embodiments of
the mvention. During a runtime phase (e.g., sequencing
runtime phase 111 i FIG. 1), a system for generating
sequences (e.g., system 100 in FIG. 1) may mitially load
defined sequence types 302 (e.g., XML files including
interaction characteristics and other logic) onto a sequencing
rule engine (e.g., rule engine 113 1n FIG. 1). The sequence
types may be loaded based on XML files and rules 306
created by an analyst or engineer, for example. The system
may further load a new batch of interaction data 304 from a
distributed database 308 executing or running HBase, for
example. Through parallel processing on a plurality of
processing nodes (e.g., computing nodes 119 in FIG. 1),
interaction data may be processed into separate interaction
events. In step 310, the interaction events may be written or
stored to a customer update table or database and a customer
history table or database may be updated with the new
interaction events. A customer update table may be a tem-
porary table that 1s sent to, for example, a sequence manager
module 216 (see FIG. 2). The customer update table may
sort and associate all newly received interaction events
which mvolve the same customer, e.g., iteraction events
involving the same customer may be grouped together 1n the
customer update table. As explained in FIG. 2, each row of
the customer update table may represent a customer and
their associated new interaction events. The customer his-
tory table may include all previous interaction events sorted
by customer in chronological order.

A sequence manager 216 may iterate or loop through each
interaction event from the customer update table. In opera-
tion 311, a sequence manager 216 may get or read the next
interaction event from the customer update table (when
starting this loop, the sequence manager 216 may read the
first interaction event 1n the customer update table). In step
312, the sequence manager may compare whether the com-
munication channel 1n the interaction event matches one of
the communication channels described by any one of the
defined sequence types. If the interaction event’s commu-
nication channel does not match any sequence type 316, then
the next interaction event 1s read in step 311. If the inter-
action event’s communication channels match one of the
sequence types 314, then the sequence manager 1n step 318
may load (e.g. transier to and/or store in) a subset of a
customer history table relevant to the customer mvolved 1n
the evaluated interaction event. The subset may include
interaction events associated with the relevant customer and
which occurred within a maximum time frame defined by
the sequence types (e.g., a start time of each of the interac-
tion events 1n the subset may be within the maximum time
frame). For example, 1if two sequence types are defined
based on a time frame of 3 days and a time frame of 5 days
respectively, then the maximum time frame may be 5 days.
The sequence manager may not need to evaluate all the
historical interaction events for a customer, which may
include events from previous years. By loading or retrieving
a subset of the customer history table, the sequencing
manager can reduce processing time and memory usage.
Using the subset of interaction events and the received batch
ol 1nteraction events, the sequencing manager may, 1n step
320, determine whether any of the events match any of the
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time frames in the defined sequence types. If no (step 322),
then the next interaction event may be read from the
customer update table 1 step 311. If yves 324, then the
contact reasons of the interactions events are evaluated 1n
step 326. If the contact reasons of the interaction events
match any of the defined sequence types 328, then the
interaction events may be assigned to a sequence. If the
contact reasons of the interaction events do not match 329
any of the defined sequence types, then the next interaction
event Irom the customer update table may be retrieved or
read in step 311. In general, all the new interactions 1n the
customer update table may be read or looped through 1n
steps 311 through 329, but previous interaction events from
the customer history table may also be retrieved to deter-
mine whether a possible sequence exists. In step 330, after
interaction events have matched the sequence types” contact
reasons, time frame, and communication channels, the inter-
action events may be assigned to a sequence. The interaction
events may be assigned with an existing sequence ID or a
new sequence ID. The sequence ID may be, for example, a
concatenation of the customer 1D, sequence type ID, and a
timestamp, and stored 1n a table, with associated column
values referencing each interaction event identifier. Other
ways ol associating interaction events with sequences may
be possible, such as using a linked list, array, or other data
structure. In step 332, KPI’s may be calculated or computed
as new 1nteraction events are added to sequences. In steps
330 and 332, the interaction events loaded from the cus-
tomer history table subset may be looped through to deter-
mine whether sequences exist and to compute KPI’s.

FIG. 4 1s an illustration of building sequences from
received interaction events, according to embodiments of
the invention. An interactions service on a distributed com-
puting system may receive, for example, two interaction
events, an email interaction event 402 and voice interaction
cvent 404. The interaction events may both volve or
include the same customer. A customer history table 406
may be updated with the email interaction event 402 and
volice interaction event 404, by inserting the events in the
proper chronological place, according to start time, for
example. The customer history table 406 may include all
historical interaction events associated with a customer 1D
408 1dentitying the same customer involved 1n the received
interaction events 402 and 404. The historical interaction
events may 1include, for example, other email interaction
events and other voice interaction events.

A subset 408 of the customer history table may be loaded
to build or generate a sequence. The subset 408 may be
based on a maximum time frame of the defined sequence
types 410 and 412. As shown, sequence type A 410 may be
based on a 5 day time frame 410a and sequence type B 412
may be based on a 2 day time frame 412a. Thus, the
maximum time frame may be 5 days.

Each of the mteraction events in the subset 408 may be
evaluated or compared against the defined sequence types
410 and 412. In sequence type A 410, a voice channel and
a five day time frame may be specified. A sequence manager
may assign interaction events that match the criteria of
sequence type A 410. Initially, the sequence manage may
assign a new sequence 1D 413 with V1 414. Email interac-
tion 3 416 may not be assigned to the sequence ID 413
because 1t does not match the voice channel requirement of
sequence type A 410. Voice interaction V2 and V3 may
turther be assigned to sequence 1D 413. Voice interaction V3
may include attribute ““1”™” for a technical contact reason, and
Voice mteraction V2 may include attribute “B” for a billing
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contact reason. Since sequence type A 410 did not specily a
required contact reason, the voice mteractions may still be
part of the same sequence.

Sequence type B 412 requires email communication, a 2
day time frame and a technical contact reason in interaction
events. Email interaction events E3 and E4 may not be
assigned to a sequence because they do not comport or
match with sequence type B’s 412 or sequence type A' 410
requirements.

FIG. 5 1s a graphical user interface presenting customer
sequence data, according to embodiments of the invention.
A customer journey user interface (Ul) 502 may show the
channel deflection of customers based on the created
sequences from interaction data. With this UI 502, an analyst
can see for example, that 5% of the calls going through the
Voice channel are ending with a Churn interaction 504, or a
refusal of further business by the customer (e.g., the cus-
tomer unsubscribes from a cable company). The sequence
engine provides a sequence path for the sequences, for
example a sequence path may be composed of these ses-
sions: Voice 506 to Voice 508 to Churn 504. Further, the Ul
502 may include two buttons: ‘What happened before?” 510
and ‘What happened after?” 512. A user may click these 1f
turther sequencing information should be viewed. Other
UI’s based on customer sequence data may include reports
that describe weekly KPI calculations and improvements or
regression in performance.

KPI calculations may include the following, for example:

Is event repeated: Indicates whether an event had already
occurred. The implementation may be for voice inter-
actions, 1 the agent transierred the call to another agent
within 2 days then the second call (event) 1s marked
with ‘1s repeated’

Is last 1n sequence: Indicates 1f the session 1s the last
session 1n the sequence

Sequence NCP (Next Contact Prevention): Indicates
whether there 1s a Next Contact Prevention occurrence
in the sequence. The out-of-box implementation 1s for
voice interactions, 1f there are two consecutive sessions
which has different top contact reason then the
sequence 1s marked as NCP sequence

Is sequence self service: Indicates whether the customer
visited a self-service channel in the sequence. The
implementation may check 1f the customer visited the
IVR channel or the web channel then mark the
sequence with ‘1s self-service’

Place 1n sequence by channel: Calculate the index of each
session 1n the sequence according to the session chan-
nel. For example a sequence of Voice/Email/Voice, the
place of the last Voice 1s 2 1n the (channel) Voice only
sequence

Other KPI’s may be further calculated.

FIG. 6 1s a flowchart 1llustrating a method 600 of gener-
ating sequences, according to embodiments of the invention.
In operation 602, a system may define one or more sequence
types, based on, for example a time frame. The sequence
types may be define, described, or expressed by XML files
that are associated with schemas that hierarchically define
attributes or characteristics of interactions. The sequence
type may be defined through user mput on a computing
device with a processor and memory. The system may
turther include a distributed computing system including a
plurality of computing nodes, which may recerve interaction
data describing an interaction event between a customer and
agent 1n operation 604. The interaction event may be seg-
ment or fragment of an interaction session, or the interaction
event may represent a whole interaction. The interaction
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event may include processed attributes or characteristics of
an interaction, such as the communication channel, time
stamp, length of time, topic summary, or sentiment analysis.

In operation 606, one or more of the computing nodes
may associate the recerved interaction event with the cus-
tomer’s 1identifier 1n a customer history table. The customer
history table may store historical interaction events for the
customer. The received interaction event may be, for
example, added to the events associated with the customer
ID and placed 1n chronological order. The computing nodes
may load or retrieve a subset of the customer history table.
The subset may include interaction events associated with
the customer ID that occur within a maximum time frame
defined by the sequence types. For example, 11 a maximum
time frame 1s five days, the subset may only include inter-
actions occurring in the past five days. Alternatively, a subset
may explicitly defined as a month of interaction events for
a customer.

In operation 608, one or more of the computing nodes
may assign the received interaction event to a sequence,
based on the defined one or more sequence types. For
example, using the retrieved subset of interaction events, the

computing nodes may only need to analyze the character-
istics and attributes of interactions that occur within the
maximum time frame, instead of analyzing every interaction
in a customer’s history. Beyond the maximum time frame,
interactions may not be relevant for sequencing. The
sequence types may describe at least one characteristic or
attribute of interaction events that belong to a sequence, such
as a communication channel, a time frame, or a contact
reason. The sequence type may further define or describe
logic such as multiple communication channels, or a par-
ticular order of contact reasons, for example.

Different embodiments are disclosed herein. Features of
certain embodiments may be combined with features of
other embodiments; thus certain embodiments may be com-
binations of features of multiple embodiments.

Embodiments of the invention may include an article such
as a computer or processor readable non-transitory storage
medium, such as for example a memory, a disk drive, or a
USB flash memory device encoding, including or storing
istructions, e€.g., computer-executable instructions, which
when executed by a processor or controller, cause the
processor or controller to carry out methods disclosed
herein.

While the mvention has been described with respect to a
limited number of embodiments, these should not be con-
strued as limitations on the scope of the invention, but rather
as exemplifications of some of the preferred embodiments.
Other possible variations, modifications, and applications
are also within the scope of the invention. Different embodi-
ments are disclosed herein. Features of certain embodiments
may be combined with features of other embodiments; thus
certain embodiments may be combinations of features of
multiple embodiments.

What 1s claimed 1s:
1. A method of generating a sequence of interactions,
comprising;

defining, by a processor, one or more sequence types, each
of the one or more sequence types based on a time
frame and associated with one or more customers via a
unique customer identifier;

recerving, by a distributed computing system comprising
a plurality of computing nodes running a distributed
database on distributed processors and distributed
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memory, a batch of interaction data describing inter-

action events between the one or more customers and

an agent,

sorting, by the distributed computing system, the received

batch of interaction data into groups of interaction

events, wherein each group 1s associated with a corre-
sponding unique customer 1dentifier of the one or more
customers;

storing the sorted groups of interaction events 1n a cus-

tomer history table based on the customer identifier,

wherein the customer history table stores historical
interaction events for each of the one or more custom-
ers; and

for each customer 1dentifier in the customer history table:

a) for each received interaction event:

11 the particular received interaction event matches
one or more sequence types associated with the
current customer identifier, loading a subset of the
historical interaction events associated with the
current customer identifier that are within the
corresponding time frame,

b) assigning each loaded subset of historical interaction
events and the particular received interaction event
to a sequence for the particular customer i1dentifier.

2. The method of claim 1, wherein a sequence includes a
sequence 1dentifier associated with one or more 1nteraction
events ivolving the customer, wherein the one or more
interaction events are ordered chronologically and occur
within a defined time frame of a sequence type.

3. The method of claim 1, comprising further defining a
sequence type based on a communication channel.

4. The method of claim 1, comprising further defining a
sequence type based on a contact reason.

5. The method of claim 1, further comprising determining,
an additional sequence for the customer associated with the
customer’s 1dentifier by retrieving a subset of previous
interactions events from the customer history table, wherein
the subset 1ncludes interaction events occurring within a
maximum time frame of the defined one or more sequence
types; and

comparing attributes of the retrieved subset of previous

interactions with attributes described by a defined

sequence type.

6. The method of claiam 1, comprising calculating key
performance indicators over the sequences.

7. The method of claim 1, comprising storing the inter-
action data and the sequence in a distributed file system.

8. The method of claim 1 wherein the distributed database
1s 1mplemented using HBase.

9. The method of claim 1 wherein the distributed database
1s a No-SQL database.

10. A system comprising:

at least one processor configured to define one or more

sequence types, each sequence type based on a time

frame, and associated with one or more customers via

a unique customer identifier; and

a distributed file system running a distributed database on

distributed processors and distributed memory com-

prising a plurality of processors on a plurality of
computing nodes, wherein the processors are config-

ured to:

receive a batch of interaction data describing interaction
events between the one or more customers and an
agent;
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sort the received batch of interaction data into groups of
interaction events, wherein each group i1s associated
with a corresponding unique customer identifier of the
one or more customers;

store the sorted groups of interaction events 1n a customer
history table based on the customer i1dentifier, wherein
the customer history table stores historical interaction
events for each of the one or more customers; and

for each customer identifier in the customer history table:

a) for each recerved interaction event:
if the particular received interaction event matches

one or more sequence types associated with the
current customer identifier, load a subset of the
historical interaction events associated with the
current customer identifier that are within the
corresponding time frame,

b) assign each loaded subset of historical interaction
events and the particular received interaction event
to a sequence for the particular customer identifier.

11. The system of claim 10, wherein a sequence 1includes
a sequence 1dentifier associated with one or more interaction
events mmvolving the customer, wherein the one or more
interaction events are ordered chronologically and occur
within a defined time frame of a sequence type.

12. The system of claim 10, wherein the at least one

processor 1s configured to define a sequence type based on
a communication channel.

13. The system of claim 10, wherein the at least one
processor 1s configured to define a sequence type based on
a contact reason.

14. The system of claim 10, wherein the plurality of
processors are configured to determine an additional
sequence for the customer associated with the customer’s
identifier by retrieving a subset of previous interactions
events from the customer history table, wherein the subset
includes interaction events occurring within a maximum
time frame of the defined one or more sequence types; and
comparing attributes of the retrieved subset of previous
interactions with attributes described by a defined sequence
type.

15. The system of claim 10, wherein the plurality of
processors are configured to store the customer history table
and the sequence to a distributed database.

16. An apparatus, comprising:

at least one processor configured to define one or more

sequence types, each sequence type based on a time
frame, and associated with one or more customers via
a unique customer i1dentifier; and
a distributed file system running a distributed database on
distributed processors and distributed memory com-
prising a plurality of processors on a plurality of
computing nodes, wherein the processors are config-
ured to:
receive a batch of interaction data describing interac-
tion events between the one or more customer and an
agent;
sort the received batch of interaction data into groups of
interaction events, wherein each group i1s associated
with a corresponding unique customer identifier of the
one or more customers;
store the sorted groups of interaction events in a customer
history table based on the customer 1dentifier, wherein
the customer history table stores historical interaction
events for each of the one or more customers; and

for each customer identifier in the customer history table:
a) for each recerved interaction event:
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11 the particular received interaction event matches
one or more sequence types associated with the
current customer identifier, load a subset of the
historical interaction events associated with the
current customer identifier that are within the
corresponding time frame,

b) assign each loaded subset of historical interaction
events and the particular received interaction event
to a sequence for the particular customer i1dentifier.

17. The apparatus of claim 16, wherein each sequence
type 1s further based on a communication channel or a
contact reason.

18. The apparatus of claim 16, wherein the customer
history table stores previous interaction events sorted by
customer in chronological order.

19. The apparatus of claim 16, wherein each of the
generated sequences includes a sequence 1dentifier associ-
ated with one or more interaction events involving at least
one customer, wherein the one or more interaction events are
ordered chronologically and occur within a defined time
frame of a sequence type.

20. The apparatus of claim 16, wherein relevant custom-
ers are customers described 1n the received data.
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