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(57) ABSTRACT

A video deblurring method based on a layered blur model
includes estimating a latent 1mage, an object motion and a
mask for each layer in each frame using 1mages consisting
of a combination of layers during an exposure time of a
camera when recerving a blurred video frame, applying the
estimated latent 1mage, object motion and mask for each
layer 1n each frame to the layered blur model to generate a
blurry frame, comparing the generated blurry frame and the
received blurred video frame, and outputting a final latent
image based on the estimated object motion and mask for
cach layer in each frame, when the generated blurry frame
and the recerved blurred video frame match. Accordingly, by
modeling a blurred 1mage as an overlap of 1images consisting
of a combination of foreground and background during
exposure, more accurate deblurring results at object bound-
aries can be obtained.

16 Claims, 6 Drawing Sheets




US 10,013,741 B2
Page 2

(56) References Cited
U.S. PATENT DOCUMENTS

2013/0236114 Al 9/2013 Cho et al.
2014/0009585 Al 1/2014 Campbell et al.
2014/0347540 Al 11/2014 Kang
2015/0178898 Al 6/2015 Routhier

FOREIGN PATENT DOCUMENTS

KR 10-2014-0004592 A 1/2014
KR 10-1341871 Bl 1/2014
KR 10-1460317 B1  11/2014

OTHER PUBLICATIONS

Cho, Sunghyun, et al. “Removing Non-Uniform Motion Blur From
Images.” 2007 IEEE 1lth International Conference on Computer
Vision. IEEE, 2007. (8 pages, in English).

Cho, Sunghyun, et al. “Video Deblurring For Hand-Held Cameras
Using Patch-Based Synthesis.” ACM Iransactions on Graphics
(70G)31.4 (2012): 64. (9 pages, in English).

Seok Lee, Hee, and Kuoung Mu Lee. “Dense 3D Reconstruction
From Severely Blurred Images Using A Single Moving Camera.”
Proceedings of the IEEE Conference on Computer Vision and

Pattern Recognition. 2013. (8 pages, in English).
Wulll, Jonas, et al. “Modeling Blurred Video With Layers.” Furo-
pean Conference on Computer Vision. Springer International Pub-

lishing, 2014.

* cited by examiner



U.S. Patent Jul. 3, 2018 Sheet 1 of 6 US 10,013,741 B2

100 300 500 700

DATA |
ESTTMATION | GENERATION = COMPARISON |
UNIT ONIT | INIT |

REVERSE BLURRY FRAME | YERLURRING

UNIT




U.S. Patent Jul. 3, 2018 Sheet 2 of 6 US 10,013,741 B2

FIG. 2

100

110 130 150

[MAGE MOTION MASK
ESTIMATION ESTIMATION ESTIMATION
UNIT UNIT UNIT




U.S. Patent Jul. 3, 2018 Sheet 3 of 6 US 10,013,741 B2

- 5100

- 5150

GENERATE BLURRY FRAME
USING LAYERED BLUR MODEL

o DOES IT MATCH ™
<RECEIVED BLURRED VIDEQ >

\
SH00

OBTAIN FINAL LATENT TMAGE | o 0,
BASED ON MOTION AND MASK d



US 10,013,741 B2

Sheet 4 of 6

Jul. 3, 2018

U.S. Patent

. w & & & & & oa

L

]
E N N
M A A N NN

PUASTASNAY

AFWAFWAY

1.

tim

o}

osut

X

{

13

ah

wensinsimny |

1

tery

4

B




U.S. Patent Jul. 3, 2018 Sheet 5 of 6 US 10,013,741 B2

B ) e

A P TP T TP TP TP YU TP TP TS TP TP TR PP TP TR TR Y T T Y
i e e Skl i Sl e e e Sl el ke e el el e el i e il e

Ay

4 il At s St i i Rt e
- - r - n =

N N

LTeTF R TaT R T TLTaTE TR TaT R TMT
- = = - T - = s T

P TP A P TP TS PP TP T PP YO TR SR R AP TP TR NP TP TS NP TP TP T 4

I R 4

. - b . MR R el R
Carn R e TR R kR R R R e e e R




[QUJ2Y PauTquo)

US 10,013,741 B2

Sheet 6 of 6

Y E Y Y Y Y rrYrrrrrrrvrrrIrIrIrrrrrrr o s s o E Y Y Y r T T T T T T T YT YT YT Y T T YT YT YT YT
P L I L I .. ..._._.-.h.._h.._....._.-..._..-.....a.....-......-.....-......._.-__h__._q-..

N N N N N N T R N R I R T R T N S T
B dr A ol e e e e ke ol ol de b e e ke ke ke ol e e B de el Bl dr o i e e e ke ke ke e e e e e e ke ke ke e ol e e e e ke ke ke e e e e

Jul. 3, 2018

X HIHI .IHIHIH Bk i &

e R |
llllr. L

IIIH“H“H“H“H“H“H
M XXM NN
L

KK L

U.S. Patent



US 10,013,741 B2

1

METHOD FOR DEBLURRING VIDEO USING
MODELING BLURRED VIDEO WITH
LAYERS, RECORDING MEDIUM AND

DEVICE FOR PERFORMING THE METHOD

DESCRIPTION OF
GOVERNMENT-SPONSORED RESEARCH AND
DEVELOPMENT

This research 1s done in support of CT infrastructure
building project (Development of high-tech technology for
imaging and rendering in cooperation with multiple autono-
mous flying objects for large-scale performance and broad-
casting, Project Serial No.: 1375025947) in the Ministry of
culture, sports and tourism under the supervision of
Gwangju Institute of Science and Technology.

CROSS-REFERENCE TO RELATED
APPLICATION

This application claims priority to Korean Patent Appli-
cation No. 10-2015-0096624 filed on Jul. 7, 2015, and all the
benefits accruing therefrom under 35 U.S.C. § 119, the
contents of which 1n its entirety are herein incorporated by
reference.

BACKGROUND

1. Field

The present disclosure relates to a video deblurring
method based on a layered blur model and a recording
medium and device for performing the same, and more
particularly, to a video deblurring method for accurately
restoring object boundaries as well as each layer with the
consideration of interaction between the layers, and a
recording medium and device for performing the same.

2. Description of the Related Art

Layered generative blur model 1s frequently used 1n the
motion deblurning field to handle locally varying blurs,
which 1s caused by object motion or depth variation 1in a
scene. However, conventional layered blur models have a
limitation 1n representing the layer interactions occurring at
occlusion boundaries. Thereby an error may occur in deblur-
ring results at object boundaries.

Motion blur 1s one of the most common artifacts 1n video.
There have been extensive studies to remove the motion
blur, and they are roughly categorized into spatially-invari-
ant and spatially-variant configurations. Early works on
spatially-invariant blur achieved some success in single-
image deblurring, and these techniques were extended to
video deblurring.

However, the spatially-invariant blur model cannot deal
with a rotational camera motion, which 1s a significant and
common component in practical scenarios. To overcome this
limitation, some researchers parameterized the blur as a
possible camera motions 1n 3D, and this approach 1s applied
to single-image and video. Although these methods solved
spatially-variant motion blur 1n some extent, they were
limited to the smoothly-varying blur which represents a
global motion of the camera in single depth image.

In the case of abruptly-varying blur, generated by depth
variation or object motion, the blur cannot be represented by
a simple homography, but the blur kernel of each segment
should be estimated separately. To address this problem, Lee
and Lee proposed methods that estimate depth maps from
blurry 1mages based on the commutative property of con-
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volution. Given this estimated depth maps, they obtained
spatially varying blur kernel that can cope with depth

variation 1n a static scene.

For a dynamic scene including object motion, Cho et al.
segmented an 1mage into regions of homogeneous motions
by estimating the motion simultaneously, and obtained cor-
responding segment-wise blur kernel for restoring the
image. Also, Cho et al. used patch-based synthesis for
deblurring by detecting and interpolating proper sharp
patches at nearby frame.

Although these methods solved abruptly-varying blur by
estimating the blur of each segment separately, they did not
consider a very important problem seriously, that 1s ‘the
occlusion problem during a blur process’. Occlusion 1n
motion causes an interaction between the segments because
a pixel value around object boundaries becomes a weighted
sum of pixels from multiple segments, and 1t makes the
deblurring problem even more difhicult.

To handle this interaction, several researchers proposed
layered blur models that express boundaries of moving
objects as a linear combinations of the blurred foreground
and the background. However, their methods assumed the
background to be static and only foreground motion was
modeled, so there were limitations 1n representing general
blurs.

To overcome these limitations, Wulll and Black recently
proposed a method that explicitly models a blur image as a
composition of idividually blurred foreground and back-
ground. This generative blur model expresses not only the
motion of each layer but also the interaction between the
layers caused by the occlusion during the blur process. By
making use of this model, they could handle motion blurred
videos even when both layers are dynamic while considering
the occlusion.

However, their blur model 1s not generally true but only
valid for some specific physical situations. For example, in
the case of blurry images caused by the situation that both
the hand and the background are moving to the right-side at
the same speed, a blur 1s seen, 1n actual occurrence, as an
overlap of images the camera sees while the shutter 1s open.

Accordingly, since some regions in the background are
occluded by the hand all the time while the shutter 1s open,
it should not be exposed 1n the blurry image. However, since
in synthesized blurry images by conventional models, the
background occluded by the hand 1s exposed 1 some
instances, 1t shows that the model violates the actual data-
acquisition process. This error 1n blur generative model can
cause artifacts not only 1n synthesized blurry images but also
in deblurring results. Therefore, there 1s the demand for a
robust video deblurring model that allows accurate deblur-
ring even in general situations.

SUMMARY

The present disclosure 1s designed to meet the demand,
and therefore, the present disclosure 1s directed to providing
an occlusion-aware video deblurring method based on a
layered blur model that can handle abruptly varying blurs.

The present disclosure 1s further directed to providing a
recording medium having a computer program recorded
thereon for performing the occlusion-aware video deblur-
ring method based on a layered blur model.

The present disclosure 1s further directed to providing a
device for performing the occlusion-aware video deblurring
method based on a layered blur model.

A video deblurring method based on a layered blur model
according to an embodiment for achieving the object of the
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present disclosure includes estimating a latent 1mage, an
object motion and a mask for each layer in each frame using
images consisting of a combination of layers during an
exposure time of a camera when recerving a blurred video
frame, applying the estimated latent 1mage, object motion
and mask for each layer in each frame to the layered blur
model to generate a blurry frame, comparing the generated
blurry frame and the received blurred video frame, and
outputting a final latent image based on the estimated object
motion and mask for each layer in each frame, when the
generated blurry frame and the received blurred video frame
match.

In an embodiment of the present disclosure, the estimat-
ing ol a latent image, an object motion and a mask for each
layer 1n each frame may include estimating a latent image
for each layer in each frame, estimating a motion for each
layer 1n each frame, and estimating a mask for each layer in
cach frame.

In an embodiment of the present disclosure, the estimat-
ing ol a latent 1image, an object motion and a mask for each
layer 1n each frame may include estimating a latent 1mage of
a foreground layer and a latent 1image of a background layer
in each frame, estimating a motion of the foreground layer
and a motion of the background layer in each frame, and
estimating a layer mask 1n each frame.

In an embodiment of the present disclosure, the layered
blur model may use the following equation:

where B, 1s a generated 1th blurry frame, M 1s the number
of intervals used to divide the exposure time of the camera
uniformly,, a’ and g are a latent 1image and a mask of layer
1, WI P 1S a warping matrlx that warps an 1mage to an
intermediate image at time t" " +t for the layer 1, t* denotes the
time at frame 1, and t, denotes each time at which the
exposure time 1s divided into intervals uniformly.

In an embodiment of the present disclosure, the warping
matrix may be obtained by linearly mterpolating the motion
between frames.

In an embodiment of the present disclosure, the compar-

ing of the generated blurry frame and the received blurred
video frame may include determining that the generated
blurry frame and the received blurred video frame match,
when a data diflerence between the generated blurry frame
and the received blurred video frame 1s less than or equal to
a threshold.
In an embodiment of the present disclosure, the video
deblurring method based on a layered blur model may
turther include, when the generated blurry frame and the
received blurred video frame fail to match, iteratively per-
forming a process including estimating a latent 1image, an
object motion and a mask for each layer in each frame,
applying the estimated latent image, object motion and mask
for each layer 1n each frame to the layered blur model to
generate a blurry frame, and comparing the generated blurry
frame and the received blurred video frame.

In an embodiment of the present disclosure, when the
process 1s performed 1teratively a preset number of times, an
object motion and a mask for each layer in a blurry frame
having a data difference between the generated blurry frame
and the received blurred video frame closest to the threshold

may be used.
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A computer-readable recording medium according to an
embodiment for achieving another object of the present
disclosure has a computer program recorded thereon for
performing the video deblurring method based on a layered
blur model.

A video deblurring device based on a layered blur model
according to an embodiment for achieving still another
object of the present disclosure includes a reverse estimation
unit configured to estimate a latent image, an object motion
and a mask for each layer in each frame using images
consisting of a combination of layers during an exposure
time of a camera when receiving a blurred video frame, a
blurry frame generation unit configured to apply the esti-
mated latent 1image, object motion and mask for each layer
in each frame to the layered blur model to generate a blurry
frame, a data comparison unit configured to compare the
generated blurry frame and the received blurred video frame,
and a deblurring unit configured to output a final latent
image based on the estimated object motion and mask for
cach layer in each frame, when the generated blurry frame
and the recerved blurred video frame match.

In an embodiment of the present disclosure, the reverse

estimation unit may include an 1image estimation unit con-
figured to estimate a latent image for each layer in each
frame, a motion estimation unit configured to estimate a
motion for each layer in each frame, and a mask estimation
unit configured to estimate a mask for each layer in each
frame.

In an embodiment of the present disclosure, the reverse
estimation unit may include an 1image estimation unit con-
figured to estimate a latent image of a foreground layer and
a latent image of a background layer in each frame, a motion
estimation unit configured to estimate a motion of the
foreground layer and a motion of the background layer 1n
cach frame, and a mask estimation unit configured to esti-
mate a layer mask in each frame.

In an embodiment of the present disclosure, the blurry
frame generation umt may use the layered blur model using
the following equation:

where B, 1s a generated 1th blurry frame, M 1s the number
of intervals used to divide the exposure time of the camera
uniformly,, a’ and g are a latent 1image and a mask of layer
1, V'JI P 1S a warping matrlx that warps an 1mage to an
intermediate image at time t* " +t for the layer 1, t* denotes the
time at frame 1, and t, denotes each time at which the
exposure time 1s divided into M 1ntervals uniformly.

In an embodiment of the present disclosure, the warping
matrix may be obtained by linearly mterpolating the motion
between frames.

In an embodiment of the present disclosure, the data
comparison unit may determine that the generated blurry
frame and the received blurred video frame match, when a
data diflerence between the generated blurry frame and the
received blurred video frame 1s less than or equal to a
threshold.

In an embodiment of the present disclosure, when the data
comparison unit determines that the generated blurry frame
and the received blurred video frame fail to match, the
reverse estimation unit may iteratively perform the estima-
tion of a latent image, an object motion and a mask for each
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layer in each frame, and the blurry frame generation unit
may apply the latent 1image, object motion and mask esti-
mated by the reverse estimation unit for each layer 1n each
frame to the layered blur model to iteratively generate a
blurry frame.

In an embodiment of the present disclosure, when the
reverse estimation unit performs the estimation of a latent
image, an object motion and a mask for each layer in each
frame a preset number of times, the deblurring unit may
output a final latent 1mage using an object motion and a
mask for each layer in a blurry frame having a data differ-
ence between the generated blurry frame and the received
blurred video frame closest to the threshold.

According to the video deblurring method of the present
disclosure, a new layered blur model reflecting an actual blur
generation process 1s proposed, and through this model, an
object motion, a mask, and a latent 1image can be simulta-
neously obtained. Accordingly, the present disclosure can
deblur a video including an object moving faster than
background by modeling regions that are occluded or appear
during a blur process. Furthermore, clear deblurring results
can be obtained through a deconvolution method including
spatial prior distribution.

In addition, by representing blurred images using optical
flow, the present disclosure 1s technology that can deal with
not only spatially-variant blurs generated by depth variations
but also spatially-variant blurs generated by object motions.
Furthermore, accurate deblurring at boundaries can be
achieved by modeling a phenomenon appearing at bound-
aries where depth variations occur.

Further, the present disclosure 1s technology that retlects
an actual data acquisition process by modeling a blurred
image as an overlap of 1images consisting of a combination
of foreground and background during exposure. Through
this model, occlusion at boundaries can be represented in
general situations and more accurate deblurring results at
object boundaries can be obtained.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a block diagram of a video deblurring device
based on a layered blur model according to an embodiment
of the present disclosure.

FIG. 2 1s a block diagram of a reverse estimation unit of

FIG. 1.

FIG. 3 1s a flowchart illustrating a video deblurring
method based on a layered blur model according to an
embodiment of the present disclosure.

FIG. 4 1s a diagram 1illustrating a layered blur model
according to the present disclosure.

FIG. 5 1s a diagram showing the order of layer compo-
sition and blur according to the present disclosure.

FIGS. 6A to 6C show results of blur kernels at boundaries
obtained by conducting a comparative test with early models
to demonstrate the eflect of the present disclosure.

DETAILED DESCRIPTION

The following detailed description of the present disclo-
sure 1s made with reference to the accompanying drawings,
in which particular embodiments for practicing the present
disclosure are shown {for illustration purposes. These
embodiments are described 1n sufliciently detail for those
skilled 1n the art to practice the present disclosure. It should
be understood that various embodiments of the present
disclosure are different but not necessarily mutually exclu-
sive. For example, particular shapes, structures and features
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6

described herein in connection with one embodiment can be
embodied as other embodiment without departing from the
spirit and scope of the present disclosure. It should be further
understood that changes can be made to locations or
arrangements of individual elements 1n each disclosed
embodiment without departing from the spirit and scope of
the present disclosure. Accordingly, the following detailed
description 1s not intended to be construed 1n limiting senses,
and the scope of the present disclosure 1s only defined, 1f
appropriately described, by the appended claims together
with the subject matter to which the claims are entitled and
equivalents thereto. In the drawings, similar reference
numerals denote same or similar functions 1n many aspects.

Hereinaftter, preferred embodiments of the present disclo-
sure will be described 1n further detail with reference to the
accompanying drawings.

FIG. 1 1s a block diagram of a video deblurring device
based on a layered blur model according to an embodiment
of the present disclosure.

The video deblurring device 10 based on a layered blur
model (hereinafter, device) according to the present disclo-
sure performs occlusion-aware video deblurring based on an
accurate layered blur model that can handle abruptly varying
blurs.

Referring to FIG. 1, the device 10 according to the present
disclosure includes a reverse estimation unit 100, a blurry
frame generation unit 300, a data comparison unit 500, and
a deblurring unit 700.

Each element of the device 10 1s now described 1n brief,
and a video deblurring method based on a layered blur
model according to the present disclosure will be described
in detaill with reference to FIG. 3 and the subsequent
drawings.

The device 10 of the present disclosure 1s where software
(application) for performing video deblurring based on a
layered blur model 1s installed and executed, and configu-
ration of the reverse estimation unit 100, the blurry frame
generation unit 300, the data comparison unit 500 and the
blurring umt 700 may be controlled by the software for
performing video deblurring executed in the device 10.

The device 10 may be a separate terminal or a certain
module of the terminal. For example, the device 10 may be
a display device such as an image display device and an
image output device, or a certain device that makes up the
display device.

Also, configuration of the reverse estimation unit 100, the
blurry frame generation unit 300, the data comparison unit
500 and the blurring unit 700 may be formed as an integrated
module or may be incorporated 1nto at least one module. To
the contrary, each element may be formed as a separate
module.

The device 10 may have mobility or may be stationary.
The device 10 may be 1n the form of a server or an engine,
and can be interchangeably used with the terms device,
apparatus, terminal, user equipment (UE), mobile station
(MS), wireless device, and handheld device.

The device 10 may execute or create a variety of software
based on an operating system (OS), 1.e., a system. The
operating system 1s a system program for allowing software
to use hardware of the device, and may include both mobile
computer operating system such as Android OS, 10S, Win-
dows mobile OS, Bada OS, Symbian OS and Blackberry
OS, and computer operating system such as Windows-based,
[Linux-based, Unix-based, MAC, AIX and HP-UX.

The reverse estimation unit 100 receives a blurred video
frame from an image input device such as a camera, and
estimates data for video deblurring. Specifically, the reverse
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estimation unit 100 estimates data for each layer in each
frame using i1mages consisting of a combination of layers
during the exposure time of the camera. The estimated data
may be a latent 1mage, an object motion, and a mask in each
layer. The latent 1image 1s an unblurred 1mage.

Conventional technology performs deblurring using
images consisting of a combination of identical layers 1n
frames 1nputted during a predetermined period of time,
while the present disclosure performs deblurring using
images consisting of a combination of different layers.

Referring to FIG. 2, the reverse estimation unit 100 may
include an 1mage estimation unit 110 to estimate a latent
image for each layer 1n each frame, a motion estimation unit
130 to estimate a motion for each layer 1n each frame, and
a mask estimation umt 150 to estimate a mask for each layer
in each frame. That 1s, when a frame consists of n layers, n
latent 1mages, n object motions, and n masks for each frame
are outputted from the reverse estimation unit 100.

For example, when each frame consists of two layers, 1.e.,
a foreground layer and a background layer, the image
estimation unit 110 estimates a latent 1mage of the fore-
ground layer and a latent image of the background layer 1n
each frame, and the motion estimation unit 130 estimates a
motion of the foreground layer and a motion of the back-
ground layer in each frame. The mask estimation unit 150
estimates a mask of the foreground layer and a mask of the
background layer in each frame.

However, when a layer consists of foreground and back-
ground, then all regions other than foreground are back-
ground, 1t 1s possible to represent a background mask using
only a foreground mask. Accordingly, because it 1s possible
to represent a background mask without setting a variable
(1-foreground mask) for the background mask, only one
mask can be estimated.

The blurry frame generation unit 300 applies the esti-
mated latent 1image, object motion and mask for each layer
in each frame to the layered blur model to generate a blurry
frame.

The layered blur model according to the present disclo-
sure 15 a layered blur model reflecting an actual blur process,
and correctly represents occlusion during a blur process,
thereby 1mproving a deblurring effect at boundaries.

The data comparison unit 500 compares the generated
blurry frame and the received blurred video frame. In this

instance, the data comparison unit 300 calculates a data
difference between the generated blurry frame and the
receirved blurred video frame, and when the difference 1s less
than or equal to a threshold, the data comparison umt 500
determines that the generated blurry frame and the received
blurred video frame match.

When the data comparison unit 500 determines that the
generated blurry frame and the received blurred video frame
do not match, the data comparison unit 500 notifies the
reverse estimation umt 100 of the result. The reverse esti-
mation unit 100 which was notified of non-matching esti-
mates the latent 1image, object motion and mask for each
layer in each frame again, and the blurry frame generation
unit 300 generates the blurry frame again.

The data comparison unit 500 compares the re-generated
blurry frame and the recerved blurred video frame, and when
they do not match, this process 1s performed 1teratively until
matching 1s determined. In an embodiment, even after the
process 1s performed iteratively a preset number of times,
when they do not match, an object motion and a mask for
cach layer in a blurry frame having a data difference with the

10

15

20

25

30

35

40

45

50

55

60

65

8

received blurred video frame among the blurry frames
generated so far closest to the threshold i1s outputted to the
blurring unit 700.

The blurring unit 700 outputs a final latent image based on
the object motion and mask estimated by the reverse esti-
mation unit 100 for each layer in each frame. The final latent
image may be outputted using the layered blur model used
by the blurry frame generation unit 300. The latent image for
cach layer 1s finally estimated once more using a value
finally outputted from the reverse estimation unit 100 for the
object motion and mask for each layer in the layered blur
model.

The present disclosure reflects an actual data acquisition
process by modeling a blurred image as an overlap of images
consisting of a combination of foreground and background
during exposure. Accordingly, through the present disclo-
sure, occlusion at boundaries can be represented 1n general
situations and more accurate deblurring results at object

boundaries can be obtained.

FIG. 3 1s a flowchart of a video deblurring method based
on a layered blur model according to an embodiment of the
present disclosure.

The video deblurring method based on a layered blur
model 1 this embodiment may be performed by substan-
tially the same configuration as the device 10 of FIG. 1.
Accordingly, same reference numerals are given the same
clements as the device 10 of FIG. 1, and duplicates are
omitted herein. In addition, the video deblurring method
based on a layered blur model according to this embodiment
may be performed by the soiftware (application) for per-
forming video deblurring.

Referring to FIG. 3, according to the video deblurring
method based on a layered blur model according to this
embodiment, when a blurred video frame 1s received from
an 1mage mput device such as a camera (S000), data for
video deblurring 1s estimated (S100).

In the step for estimating data for video deblurring (S100),
data for each layer 1n each frame 1s estimated using images
consisting of a combination of layers during the exposure
time of the camera.

Specifically, the step for estimating data for video deblur-
ring (S100) may include estimating a latent image for each
layer in each frame (S110), estimating a motion for each
layer 1n each frame (5130), and estimating a mask for each
layer in each frame (5150).

When a frame consists of n layers, n latent images, n
object motions and n masks are outputted for each frame.
However, when a frame consists of two layers (a foreground
layer, a background layer), then all regions other than
foreground become background, it 1s possible to represent a
background mask using only a foreground mask. Accord-
ingly, because it 1s possible to represent a background mask
without setting a variable (1-foreground mask) for the
background mask, only one mask can be estimated.

The estimated latent 1mage, object motion and mask for
cach layer in each frame 1s applied to the layered blur model
to generate a blurry frame (S300).

The present disclosure proposes an accurate layered blur
model reflecting an actual data acquisition process.

Referring to FIG. 4, the layered blur model proposed by
the present disclosure 1s shown. In the layered blur model
according to the present disclosure, a blurry frame 1s gen-
erated by integrating images during exposure, each of which
1s a composition of layers.

In an actual data acquisition process, a blurry image 1s
generated by integrating images the camera sees during
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exposure. When this concept 1s applied to the layered blur
model, a blurred video frame can be represented by Equation
1 as follows.

|Equation 1]

r;mf
b; = . 1-wlehowld + wlaldr,
TIAII L ( I,l“g ) 1.0 it

b, denotes a ith blurry video frame, and a’ and g’ denote a
latent 1mage and a mask of layer 1, respectively. In this
instance, larger 1’s are closer to the observer. Wf; 1S a
warping matrix that warps an image to intermediate 1image
at time t"'+t for the layer 1. t’ is the time at frame 1 and t, is
a camera duty cycle which represents relative exposure time.

In an embodiment, describing 1=2 in which an 1mage
consists of foreground and background, the motion of each
layer 1s assumed to be athine motion, and the value of mask
1s set as binary, 0 or 1. Each variable was 1n column-
vectorized form, i.e., b ER? 77! a’€R> "1 o/ER> "1 for
an 1mage in Mxnx3.

The warping matrix 1s obtained by linearly interpolating
the motion between frames. Although this interpolation 1s
valid only when the speed of motion 1s constant during
exposure, 1t can be justified to some degree because the
exposure time of a video frame i1s short generally.

Referring to FIG. 5, the order of layer composition and
blur according to the present disclosure 1s shown, and the
present disclosure performs deblurring using a combination
of 1images consisting of different layers. Conventional tech-
nology performs deblurring using images consisting of a
combination of 1dentical layers in frames mnputted during a
predetermined period of time, while the present disclosure
generates a blurry frame from 1mages consisting of a com-
bination of different layers.

The blurry frame generated by the application with the
layered blur model according to the present disclosure can
be represented as Equation 2 below. Equation 2 1s the
discretized form of Equation 1 for applications in computer
deblurring.

|Equation 2]

where B, 1s the generated ith blurry frame, M 1s the
number of intervals used to divide the exposure time of the
camera uniformly, a’ and g’ are a latent image and a mask of
layer 1, WI.; 1s a warping matrix that warps an 1mage to an
intermediate image at time t* " +t for the layer 1, t* denotes the
time at frame 1, and t, denotes each time at which the
exposure time 1s divided into M 1ntervals uniformly.

When the blurry frame 1s generated using the layered blur
model, 1t 1s determined whether the generated blurry frame
B, and the received blurred video frame b, match by com-
paring them (S500).

In the step for determining whether the generated blurry
frame B, and the received blurred video frame b, match by
comparing them (S3500), when a data difference between the
generated blurry frame and the received blurred video frame
1s less than or equal to a threshold, 1t 1s determined that the
generated blurry frame and the received blurred video frame
match.

The data difference for determining whether the generated
blurry frame B, and the received blurred video frame b,
match uses data terms according to Equation 3 below.
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Eguala, g, 0, b) = |Equation 3]

where a set of latent 1images 1n each layer was indicated
as a={a’,a'}, a set of masks in each layer was indicated as
g=Ig'l a set of position parameters for each layer in each
frame was indicated as 6={0,",0,", . . . }, and a set of blurry
frames being entered as input was indicated as b={b,,
b,, ... }. Furthermore, the position parameter 6, denotes the
position of layer 1 1n the frame 1. In addition, for discreti-
zation, the exposure time was divided mnto M intervals
uniformly and expressed as

-k
Iy =Tiﬁfﬂj (J’( E{l, cie s M})

The latent 1mage, mask, and object motion can be obtained
by finding (a,g,0) that minimizes the value of the data terms.

When the generated blurry frame and the received blurred
video frame do not match, the step for estimating a latent
image, an object motion and a mask for each layer in each
frame (S100), the step for applying to the layered blur model
to generate a blurry frame (S300), and the step for compar-
ing the generated blurry frame and the received blurred
video frame (S500) may be performed iteratively until two
frame values match.

Even after the steps are performed iteratively a preset
number of times, when the two frame values do not match,
an object motion and a mask for each layer in a blurry frame
having a data diflerence between the generated blurry frame
and the received blurred video frame closest to the threshold
1s outputted.

To express these iterations mathematically, a method 1s
used 1n which each variable 1s individually optimized 1tera-
tively to find (a,g,0) that minimizes the data terms proposed
in Equation 3. Equation 3 can be written as Equation 4 for
optimization.

min || K;x — vi|| |Equation 4]

where x&{a",a',g'}, k, and y, are defined based on each
variable as follows.

First, x=a” denotes the latent image of the background

layer, and K, and y, are defined as Equation 5 and Equation
6 below.

|Equation 3]

M
K: = %; diag(1 — W, g' )W},

|Equation 6]

x=a' denotes the latent image of the foreground layer, and
K. and y, are defined as Equation 7 and Equation 8 below.
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|Equation 8]

x=g' denotes the mask for each layer, and K, and y, and
are defined as Equation 9 and Equation 10 below.

[Equation 9]

|Equation 10]

Through Equations 4 to 10, optimization can be done by
writing the equations 1n general deconvolution form such as
Equation 11 below.

min||K;x — yi|| + E g (X) |Equation 11]

When the generated blurry frame B, and the received
blurred video frame b, match by comparing them 1n S500, a
final latent 1mage 1s outputted based on the estimated latent
image, object motion and mask for each layer 1n each frame
(S700). That 1s, for the object motion and mask, an estimated
value until iteration ends 1s used as a final value, and for the
latent 1image, a value obtained by updating once more 1s used
as a final value. Equations 5 to 8 are used to output the latent
image for each layer.

The present disclosure proposes an occlusion-aware video
deblurring method based on an accurate layered blur model
that can deal with abruptly varying blurs. Accordingly,
taking interaction between layers mto account, not only each
layer but also their boundaries can be accurately restored,
and though this, the latent 1image, object motion and mask
can be accurately estimated.

FIGS. 6A to 6C show results of blur kernels at boundaries
obtained by conducting a comparative test with early models
to demonstrate the eflect of the present disclosure.

Referring to FIG. 6A, shown 1s a blurred image obtained
in a situation i which the foreground 1s moving to the
left-side and the background i1s moving to the right-side.
Early models that do not take boundaries into account
represent a blur kernel at boundaries as a blur kernel either
of the foreground or of the background as shown 1n FIG. 6 A.

In recent model, the blur kernel at boundaries 1s found as
a combination of blur kernels of the foreground and back-
ground, while each blur kernel 1s transformed, e.g., trun-
cated or diminished in intensity, compared to early models.
As shown 1n FIG. 6B, the foreground kernel 1s shortened in
length to a proportion of ¢, and the background kernel 1s
reduced 1n intensity to a proportion of 1-a, where a 1s the
blurred mask value of the corresponding pixel.

FI1G. 6C 1s the case with the layered blur model according
to the present disclosure, in which the blur kernel of the
foreground experiences truncation equal to that of the recent
model, but the blur kernel of the background 1s truncated
instead of being weakened to a factor of 1-c.. When the
background 1s occluded by the foreground, the intensity of
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cach pixel affecting blurred pixels does not reduce and the
number of pixels reduces. Accordingly, 1t can be seen that
the proposed model accurately represents occlusion during a
blur process by representing a reduction in length, but not
intensity, of the blur kernel.

Here, it can be seen that occlusion occurring due to the
appearance and disappearance of the background results 1n
accordingly different positional relationships between the
background and foreground kernels. In order to extract the
contribution of occlusion from a given blur kernel, when the
kernel 1s divided into leading (direction of object motion)
and lagging (direction opposite), in the case of background
disappearance (as shown), the leading trail of the back-
ground and the lagging trail of the foreground remain after
the kernel 1s cut. In the opposite case, the lagging trail of the
background and the leading trail of the foreground remain.

Thus, the blur kernels of the foreground and the back-
ground can be separate or overlapped each other with
changes 1n length of the remaining portions according to the
relative velocity of the layers. These characteristics cannot
be captured by conventional blur models.

Accordingly, the present disclosure proposes occlusion-
aware video deblurring based on a new layered blur model.
Although the conventional method achieved occlusion-
aware deblurring even when both layers are dynamic, 1t 1s
limited to particular cases.

The present disclosure demonstrated the limitations of the
conventional method theoretically and experimentally, and
enhanced a blur model by changing the order of layer
composition and blur, so that 1t follows real blur generation
process. Using the layered blur model according to the
present disclosure, a deblurring method that obtains more
accurate latent 1mage, object motion and mask for each layer
was proposed. Also, 1t was analyzed that the layered blur
model according to the present disclosure exactly extracts
the contribution of occlusion from the original kernel, help-
ing the capture of the property to overlap or separate the
foreground and background kernels at boundaries.

The video deblurring method based on a layered blur
model as described 1n the foregoing may be embodied as an
application or in the form of program instructions that can be
executed through various computer components, and may be
recorded 1n computer-readable recording media. The com-
puter-readable recording media may include program
instructions, data files and data structures, alone or in
combination.

The program instructions recorded in the computer-read-
able recording media may be not only those designed or
configured specially for the present disclosure, but also
those known and available to those skilled in the field of
computer software.

Examples of the computer-readable recording media
include hardware devices specially configured to store and
execute the program instructions, such as, magnetic media
such as hard disks, floppy disks and magnetic tape, optical
media such as CD-ROM and digital video disc (DVD), and
magneto-optical media such as floptical disks, read-only
memory (ROM), random access memory (RAM) and flash
memories.

Examples of the program instructions include machine
language code such as those created by a compiler, as well
as a high level language code that can be executed by a
computer using an interpreter. The hardware device may be
configured to operate as at least one software module to
perform processing according to the present disclosure, or
viCe versa.
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While the present disclosure has been described herein-
above with reference to the embodiments, 1t will be apparent
to those skilled in the art that various modifications and
changes may be made without departing from the spirit and
scope ol the present disclosure set forth 1 the appended
claims.
Current deblurring solutions excellently remove blurs
caused by small shakes of cameras, but there are limitations
in handling 1images including object motions or depth varia-
tions. Particularly, artifacts occurring at boundaries are a
critical problem with deblurring of which the results at edges
are 1mportant.
The present disclosure solved spatially-variant blurs
caused by moving objects, and solved the deblurring prob-
lem by removing artifacts at boundaries. To solve this
problem, many studies are being made by leading compa-
nies 1 the image processing market such as Adobe and
Microsoit in U.S.A., and if the problems with moving
objects and their boundaries can be overcome through the
proposed technology, motivation to lead the global market
will be triggered through foreign patent applications.
In addition, by removing motion blurs generated by
movements of objects being 1maged, the present disclosure
can be used as technology for long-term missing person and
suspect searches and for improving the performance of
tracking and recognition technology through CCTV.
According to the IMS Research report, the scale of global
intelligent 1mage analysis equipment maintains an annual
growth rate of 30.9%, and 1s expected to be six hundred
million dollars 1 2015, so there 1s a high possibility of
having a dominant position 1n the image analysis market by
virtue of outstanding deblurring performance through the
present disclosure.
Further, as the demand for high quality digital images 1s
increasing with the spread of smart phones and DSLR and
development of robots and smart devices, a wide range of
applications 1n the field of 1mage processing software are
expected to emerge. In addition, 1t 1s expected that deblur-
ring technology will be applied to the 1imaging diagnosis
equipment industry which makes up the vast majority of the
medical equipment market.
What 1s claimed 1s:
1. A video deblurring method based on a layered blur
model, comprising:
estimating a latent 1mage, an object motion, and a mask
for each layer 1n each frame using images comprising
a combination of layers during an exposure time of a
camera, in response to receiving a blurred video frame;

applying the estimated latent 1mage, object motion, and
mask for each layer in each frame to the layered blur
model to generate a blurry frame;

comparing the generated blurry frame and the recerved

blurred video frame;

iteratively repeating the estimating, the applying, and the

comparing, in response to determining that the gener-
ated blurry frame and the received blurred video frame
fail to match; and

outputting a final latent 1mage based on the estimated

object motion and mask for each layer 1n each frame,
in response to determiming that the generated blurry
frame and the received blurred video frame match.

2. The video deblurring method according to claim 1,
wherein the estimating of the latent image, the object
motion, and the mask for each layer 1n each frame comprises

estimating a latent 1mage for each layer in each frame,

estimating a motion for each layer in each frame, and
estimating a mask for each layer in each frame.
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3. The video deblurring method according to claim 1,
wherein the estimating of the latent image, the object
motion, and the mask for each layer 1n each frame comprises

estimating a latent image of a foreground layer and a

latent 1image of a background layer in each frame,
estimating a motion of the foreground layer and a motion

of the background layer in each frame, and
estimating a layer mask in each frame.

4. The video deblurring method according to claim 1,
wherein the layered blur model uses the following equation:

l M
bi = EZ (1-Wi, &' )ow, d+W, a')

where B, 1s a generated i1th blurry frame, M 1s a number
of intervals used to divide the exposure time of the
camera uniformly, a’ is a latent image of a layer 1,g’ is
a mask of the layer I,WI.; 1s a warping matrix that warps
an image to an intermediate image at time t" +t for the
layer Lt is a time at frame 1, and t,_is each time at which
the exposure time 1s divided into M intervals uniformly.

5. The video deblurring method according to claim 4,
wherein the warping matrix 1s obtained by linearly mterpo-
lating the motion between frames.

6. The video deblurring method according to claim 1,
wherein the determining that the generated blurry frame and
the recetved blurred video frame match occurs 1n response
to a data diflerence between the generated blurry frame and
the received blurred video frame being less than or equal to
a threshold.

7. The video deblurring method according to claim 1,
wherein 1 response to the iteratively repeating of the
estimating, the applying, and the comparing being per-
formed for a preset number of times, an object motion and
a mask for each layer in a blurry frame having a data
difference between the generated blurry frame and the
received blurred video frame closest to the threshold are
used.

8. A non-transitory computer-readable storage medium
storing 1nstructions that, when executed by a processor,
cause the processor to perform the method of claim 1.

9. A video deblurring device using a layered blur model,
comprising;

a reverse estimation unit configured to estimate a latent
image, an object motion, and a mask for each layer 1n
cach frame using 1images comprising a combination of
layers during an exposure time of a camera, 1n response
to receiving a blurred video frame;

a blurry frame generation unit configured to apply the
estimated latent 1mage, object motion, and mask for
cach layer 1n each frame to the layered blur model to
generate a blurry frame;

a data comparison unit configured to compare the gener-

ated blurry frame and the received blurred video frame;
and

a deblurring unit configured to output a final latent 1mage
based on the estimated object motion and the estimated
mask for each layer in each frame, 1 response to
determining that the generated blurry frame and the
recerved blurred video frame match,

wherein 1n response to the data comparison unit deter-
mining that the generated blurry frame and the recerved
blurred video frame fail to match,
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the reverse estimation unit 1s further configured to
iteratively perform the estimating,

the blurry fame generation unit 1s further configured to
iteratively perform the applying, and

the data comparison unit 1s configured to iteratively
perform the comparing.

10. The video deblurring device according to claim 9,
wherein the reverse estimation unit comprises

an 1mage estimation unit configured to estimate the latent
image for each layer 1n each frame,

a motion estimation unit configured to estimate the
motion for each layer 1in each frame, and

a mask estimation unit configured to estimate the mask for
cach layer 1n each frame.

11. The video deblurring device according to claim 9,

wherein the reverse estimation unit comprises

an 1mage estimation umt configured to estimate a latent
image ol a foreground layer and a latent image of a
background layer in each frame,

a motion estimation unit configured to estimate a motion
of the foreground layer and a motion of the background
layer in each frame, and

a mask estimation unit configured to estimate the layer
mask 1n each frame.

12. The video deblurring device based on the layered blur
model according to claim 9, wherein the blurry frame
generation unit 1s further configured to use the layered blur
model using the following equation:

where B, 1s a generated 1th blurry frame, M 1s a number

of intervals used to divide the exposure time of the

camera uniformly, a’ is a latent image of a layer Lg’ is

a mask of the layer l,WI.; 1s a warping matrix that warps

an image to an intermediate image at time t"" +t for the

layer 1,t' is a time at frame 1, and t, is each time at which

the exposure time 1s divided into M intervals uniformly.

13. The video deblurring device according to claim 12,

wherein the warping matrix 1s obtained by linearly interpo-
lating the motion between frames.

14. The video deblurring device according to claim 9,

wherein the data comparison unit 1s further configured to
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determine that the generated blurry frame and the received
blurred video frame match, 1n response to a data difference
between the generated blurry frame and the recerved blurred
video frame being less than or equal to a threshold.
15. The video deblurring device according to claim 9,
wherein the deblurring unit 1s further configured to output
the final latent image using an object motion and a mask for
cach layer in a blurry frame having a data difierence between
the generated blurry frame and the recerved blurred video
frame closest to the threshold, in response to the reverse
estimation unit iteratively performing the estimation for a
preset number of times.
16. A video deblurring method based on a layered blur
model, comprising:
estimating a latent 1mage, an object motion, and a mask
for each layer 1n each frame using images comprising
a combination of layers during an exposure time of a
camera, in response to receiving a blurred video frame;

applying the estimated latent 1mage, object motion, and
mask for each layer 1in each frame to the layered blur
model to generate a blurry frame;

comparing the generated blurry frame and the received

blurred video frame:; and

outputting a final latent 1mage based on the estimated

object motion and the estimated mask for each layer 1n
cach frame, 1n response to determining that the gener-
ated blurry frame and the received blurred video frame
match,

wherein the layered blur model uses the following equa-

tion:

M
B = % ST((L-wh g)o W, o + W) a)
k=1

where B, 1s a generated 1th blurry frame, M 1s a number
of 1ntervals used to divide the exposure time of the
camera uniformly, a’ is a latent image of a layer 1.g’ is
a mask of the layer I,WI.; 1s a warping matrix that warps
an image to an intermediate image at time t"" +t for the
layer 1,t" is a time at frame 1, and t, is each time at which
the exposure time 1s divided into M intervals uniformly.

G ex x = e
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